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Key words: gate valve, hydrodynamic analy-
sis, CFD, Ansys Workbench software package

Introduction

The water supply network consists 
of a number of interdependent elements, 
one of which is a gate valve. They re-
present machine elements commonly 
used to control fluid flow because they 
provide positive seal at high liquid and 
gas pressures (Fig. 1). They are used in 
various industries such as refineries, pe-
trochemical plants, power stations, hy-
droelectric power plants, nuclear power 
plants, etc. High flow velocities with 
partial opening of the valve can lead to 
erosion of its walls, vibrations and noise
(Banko, 2019). They are most commonly
used for drinking water and wastewa-
ter in the temperature range from –20 to 
+70°C and can withstand flow velocities 
of up to 5 m·s–1 and pressures of up to 

16 bar. Their main disadvantage is the 
large required number of turns of the 
valve opening/closing handwheel.

During the opening or closing of 
the gate valves, considerable forces are 
exerted on the valve construction due to 
the leakage of the flow. The hydrodyna-
mic forces caused by the high flow ve-
locities under the gate valve result in a 
vertical force downwards. As the gate 
valve opens, the velocities increase non-
-linearly in relation to the degree of open-
ing. Most flow changes occur near the 
valve at a relatively high flow velocity 
and cause wear on the valve walls and 
bearings. High flow velocities in par-
tially opened valves can cause erosion 
of the valve discs and the bearings them-
selves, and vibrations can cause dama-
ge to the partially opened disc (Quimby, 
2007). When the gate valve is lowered to 
reduce the flow (e.g. by closing), the pres-
sure on the lower surface of the valve de-
creases due to the high flow velocity, 
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276 E. Žic, P. Banko, L. Lešnik

while the pressure on the upper surface 
of the valve changes only slightly relative 
to the static regime. The aim of this paper 
is to apply computational fluid dynamics 
(CFD) to gain insights into the physical 
quantities for gate valve models within 
a pipe at characteristic opening degrees. 
By comparing the results of models with 
different degrees of opening of the gate 
valve, a more accurate and better quality 
of the observed pipeline components can 
be guaranteed.

Previous research

Numerous studies have been carried 
out on gate valves, only some of which 
are listed below. Jatkar and Dhanwe 

(2013) carry out stress analyses on cri-
tical components of gate valves using 
the FEA technique. The modelling of 
valve components was performed in the 
CATIA V5R17 software and analysed 
with the FEM method in the ANSYS-
-11 software. The validation of the soft-
ware results is analytically supported by 
a stress analysis using the classical theory 
of solid mechanics. Patil and Gambhire 
(2014) provide a basic methodology for 
the design of gate valve bodies using a 
CAD technology where structural FEM 
analysis is applied at maximum operating 
pressure. The work involved static, dyna-
mic, thermal, harmonic and electromag-
netic analyses on a valve using CATIA 
and Ansys Fluent software. The work of 
Wang (2014) is based on the CAD/CAE 

                   a                                                          b

FIGURE 1. Gate valve: a – cross-section (1 – body, 2 – bonnet, 3 – solid wedge, 4 – body seats, 
5 – stem, 6 – back seat, 7 – gland follower, 8 – gland flange, 9 – stem nut, 10 – yoke nut, 11 – hand-
wheel, 12 – handwheel nut, 13 – stud bolts, 14 – nuts, 15 – stud bolts, 16 – nuts, 17 – bonnet gasket, 
18 – lubricator, 19 – packing); b – model with solid wedge (Banko, 2019)
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system. The influence of factors such as 
fluid flow, flow velocity, wall thickness 
of the valve body and transverse instal-
lation was investigated in the paper. 
Pujari and Joshi (2016) carried out the 
analysis and optimization of the design 
of gate valve bodies using the FEA tech-
nique and stress analysis. Katkar, Kul-
karni, Patil and Katkar (2017) analysed 
the critical components of a gate valve. 
The paper gives a detailed overview of 
the different techniques used in the de-
sign of gate valves (developed in CATIA 
software) and the analysis in the ANSYS 
Workbench software package using the 
FEM technique.

Application of numerical models

For the calculation and hydraulic 
analysis in this paper the Ansys CFX 19.1 
and Ansys Fluent 19.1 software with-
in the Ansys Workbench software pack-
age was used (Ansys CFX 15.0, 2015, 
Žic, 2019). The following part describes 
the design of a numerical model of a gate 
valve using the Ansys CFX 19.1 soft-
ware and the definition of the water sup-
ply pipe and the valve around which the 
fluid flows. The water supply pipe and 
the 3D geometric model of the gate valve 
were created in the AutoCAD 2016 soft-
ware for a starting position of 20% pipe 
closure. The water supply pipe has a dia-
meter of 100 mm, while the thickness of 
the pipe and valve flange is 1 mm. Defin-
ing and importing the pipe system geo-
metry is done in the SpaceClaim and De-
signModeler software packages within 
the software Ansys Workbench packa-
ge (Banko, 2019). For the initial model 
with a 20% of the valve opening a pipe 

length of 820 mm was taken (300 mm in 
front of the valve and 520 mm behind the 
valve), because the changes are larger 
and longer in the span behind the gate 
valve. The DesignModeler software was 
used to generate the network model of 
the gate valve. After mesh generation, it 
is necessary to check the quality of the 
numerical mesh to ensure that a mean-
ingful result is obtained during pro-
cessing (Žic, 2019). It is also necessary 
to define all the contour elements of the 
future model (e.g. inlet and outlet pro-
file, pipe walls, valve, etc.). The network 
consists of 101,205 nodes and 502,984 
elements. In addition to checking the 
quality of the numerical grid, the qual-
ity of the elements was also checked by 
checking the aspect ratios for the tri-
angle, prism and tetrahedron, the Jaco-
bian ratio or “Jacobian”, the twist factor, 
the characteristic length of the element, 
etc. For processing, it is necessary to 
define physical parameters for a given 
numerical model/submodel, including
 the definition of the input variables and 
their values, the definition of a model 
type, the definition of the dynamic and 
kinematic viscosity and the initial and 
boundary conditions. A single-phase 
problem is selected, which means that 
only one fluid is defined in the problem 
(water at 25°C). For the hydrodyna-
mic analysis, a stationary flow regime 
with a reference pressure of 101,325 Pa 
without heat transfer within the model 
and the so-called k–ε turbulence 
model with standard wall function was 
chosen. The first variable (k) represents 
the turbulent kinetic energy and the 
second transport variable (ε) refers to the 
dissipation rate of the turbulent kinetic 
energy. The transport equation for k is 
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described by the expression (1) and the 
transport equation for ε by the expres-
sion (2) (Ansys CFX 15.0, 2015):
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The turbulent viscosity μt is defined 

by the expression 
2

t
k

Cμμ ρ
ε

=  where ρ 

is the density of the liquid. The veloci-
ties Ui and Uj define the velocities in the 
longitudinal and transverse cross section 
of the flow. The coefficients σk, σb, C1ε, 
C2ε, C3ε and Cμ are the empirically de-
fined constants. With the marks Gb, 
YM, Sk and Sε within the expressions (1) 
and (2) are presented the values of the 
variables with which we can model the 
turbulence. The compressibility effects 
are denoted by YM, the buoyancy force 
by Gb and user-defined sources by Sk and 
Sε. The compressibility effects are mainly
due to large changes in the properties and 
characteristics of the fluid. Their influ-
ence is described by the coefficients βc 
and β*

c as a function of the Mach num-
ber by the following expressions (Decaix 
& Goncalvès da Silva, 2013): 

* * *(1 ( ))c tF Mβ β ξ= +  (3)

* * ( )c tF Mβ β β ξ= −  (4)

2 2
0 0( ) ( ) ( )t t t t tF M M M H M M= − −  (5)

for the values Mt0 = 0.25 and ξ* = 1.5. 
An initial inlet flow velocity of 1.0 m·s–1

is defined for the inlet profile on the 
surface of the entire inlet profile, while 
a relative pressure of 0 Pa is defined on 
the outlet profile. This means that at the 
last profile of the water supply pipe the 
pressure is equal to the pressure outside 
the pipe (atmospheric pressure). In the 
post-processing part of the numerical 
modelling, arbitrary transverse and lon-
gitudinal profiles are selected, on the ba-
sis of which changes of certain physical 
quantities within the obtained model can 
be represented. The gate valve was ana-
lysed by four positions: 20, 40, 60 and 
80% of the valve closed. For each of 
these submodels a hydrodynamic analy-
sis of the fluid flow around the valve at 
an inflow velocity of 1.0 and 1.5 m·s–1 
was performed.

Hydrodynamic analysis 
and research results

The processed variants were com-
pared for each physical quantity, name-
ly flow velocity (v), relative pressure (p) 
and turbulence kinetic energy (k). Each 
of the physical quantities is calculated 
using the same eight transverse (Fig. 2) 
and nine longitudinal profiles. The trans-
verse profiles are arranged in such a way 
that the first one is halfway between the 
start of the pipe and the valve, the second 
one directly in front of the valve, the 
fourth profile runs through the middle of 
the valve, the next three profiles are di-
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rectly behind the valve and the last one 
halfway between the valve and the end 
of the pipe. The longitudinal profiles are 
positioned so that the middle fifth pro-
file is in the middle of the pipe and the 
four longitudinal profiles are symmetri-
cally arranged at equal distances on both 
sides.

Fluid flow velocity

Figure 3 shows a longitudinal view of 
the gate valve model at various degrees 
of opening based on the 150 streamlines. 
The first four models show models with 
an inlet velocity of 1.0 m·s–1 and the 

last four models with an inlet velocity of 
1.5 m·s–1.

The figure shows that a vortex flow 
is observed in the area behind the gate 
valve at 80% closure, which is a conse-
quence of the abrupt narrowing of the flow 
cross-section under the valve, which also 
causes the greatest increase in flow velo-
city (red colour in Fig. 3). The stream-
lines of each model are shown at local 
values, i.e. the colours are not univer-
sal and are not the same on each of the 
models, therefore the flow velocities on 
the model cannot be compared with each 
other depending on the colour tones, 
but only individually (the legends gi-
ven in Fig. 3 refer to a gate valve with a 

TP1 position of gate valve TP2 

TP7 TP8 

FIGURE 2. Arrangement of the transverse profiles (TP) in relation to the gate valve

  

a 

b 

c 

d 

e 

f 

g 

h 

FIGURE 3. Model view of gate valves with streamlines: a – model with 20% gate closure (inlet ve-
locity v = 1 m·s–1); b – 40% closure (v = 1 m·s–1); c – 60% closure (v = 1 m·s–1); d – 80% closure 
(v = 1 m·s–1); e – 20% closure (v = 1.5 m·s–1); f – 40% closure (v = 1.5 m·s–1); g – 60% closure 
(v = 1.5 m·s–1); h – 80% closure (v = 1.5 m·s–1)
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valve closing degree of 80% at velocities 
of 1.0 and 1.5 m·s–1). The maximum, mini-
mum and average values of flow veloci-
ties for each of the submodels and both 
inlet flow velocities are shown in Table 1.
The average and maximum flow velo-
cities within the model increase expo-
nentially as a function of the percentage 
closure of the gate valve. The increment 
percentages coincide with the second 
decimal place and are 115.5% from 20 
to 40% closed, 133% from 40 to 60% 
closed and 175% from 60 to 80% closed 
valve for the average values. The percen-
tages for increasing the maximum values 
of the flow velocities are in the same or-
der: 162, 175 and 240%. Table 2 shows 
the maximum (bold values) and average 
values of flow velocities for all positions 
of valve closure with inlet velocities of 
1.0 and 1.5 m·s–1 up to eight transverse 
profiles (Fig. 2). The positions of the lar-
gest maximum and average flow velocity 
values vary depending on the percentage 
of valve closure.

It is also noticeable that the values 
of maximum and average flow velocities 
for all profiles in the immediate vicin-
ity of the valve increase exponentially 
with the percentage of closure. For mod-
els with 20% closure and an inlet flow 

velocity of 1.0 m·s–1 the average valve 
flow velocity is 1.03 m·s–1, for models 
with 40% closure 1.40 m·s–1, with 60% 
closure 2.39 m·s–1 and with 80% clo-
sure the value is 6.50 m·s–1. The maxi-
mum flow velocity of 10.4 m·s–1 occurs 
at the fifth profile (directly behind the 
valve) for models with an inlet velocity of 
1.0 m·s–1 and 15.6 m·s–1 for models with 
an inlet velocity of 1.5 m·s–1. Maximum 
flow velocities with lower valve clo-
sure occur at a greater distance behind the 
valve, while models with a higher valve 
closing percentage have maximum val-
ues of flow velocity closer to the valve 
due to the abrupt narrowing of the flow 
area. The nine longitudinal profiles are 
defined at regular intervals, starting from 
the centre of the pipe towards the edges 
(the centre of the fifth profile intersects 
the centre of the valve, seen perpendic-
ular to the valve). They show most clear-
ly the change in flow velocity along the 
pipe and the transient flow velocity from 
the beginning of the pipe system through 

the valve to the recovery of the flow ve-
locity at a certain distance behind the 
valve. Table 3 shows the maximum and 
average flow velocities for all positions of 
valve closure with inlet velocities of 1.0 
and 1.5 m·s–1 for nine randomly selected 

TABLE 1. View of the maximum, minimum and average values of the flow velocities [m·s–1] for each 
of the gate valve models

Percentage of gate 
valve closure 

[%]

v = 1.0 m·s–1 v = 1.5 m·s–1

max min avg max min avg

20 1.564 0.007 1.035 2.337 0.021 1.553
40 2.533 0.003 1.195 3.797 0.004 1.795
60 4.415 0.004 1.594 6.633 0.003 2.390
80 10.585 0.002 2.780 15.884 0.004 4.220
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longitudinal profiles. The maximum av-
erage flow velocities on the defined lon-
gitudinal profiles are 1.79 m·s–1 for the 

model with an inflow velocity of 1.0 and 
2.67 m·s–1 for the model with an inflow 
velocity of 1.5 m·s–1. Figure 4a shows 

TABLE 2. View of the maximum and average values of the flow velocities [m·s–1] at a gate valve on 
the corresponding transverse profiles

Cross 
section 
profile

20% valve closure 40% valve closure 60% valve closure 80% valve closure

max avg max avg max avg max avg

1 1.03 1.00 1.03 0.99 1.03 0.99 1.03 0.99
2 1.15 0.99 1.37 1.02 1.72 1.08 2.34 1.14
3 1.29 1.01 1.77 1.25 2.76 1.64 5.99 2.40
4 1.45 1.03 2.13 1.40 3.75 2.39 9.93 6.49
5 1.53 1.02 2.28 1.20 4.03 1.59 10.40 2.68
6 1.56 1.17 2.43 1.40 4.26 1.80 10.34 2.62
7 1.51 1.16 2.53 1.57 4.41 1.97 9.84 2.81
8 1.16 0.98 1.59 0.97 2.51 1.14 4.78 2.04

Cross 
section 
profile

20% valve closure 40% valve closure 60% valve closure 80% valve closure

max avg max avg max avg max avg

1 1.54 1.49 1.54 1.48 1.54 1.48 1.54 1.48
2 1.73 1.49 2.05 1.54 2.59 1.62 3.51 1.72
3 1.92 1.51 2.64 1.87 4.13 2.46 8.99 3.60
4 2.17 1.54 3.20 2.10 5.63 3.58 14.91 9.75
5 2.28 1.51 3.43 1.80 6.04 2.39 15.59 4.02
6 2.34 1.73 3.65 2.12 6.39 2.71 15.50 3.93
7 2.26 1.72 3.79 2.37 6.63 2.96 14.76 4.22
8 1.74 1.48 2.39 1.46 3.79 1.71 7.14 3.02

a b 

FIGURE 4. Graphical view of the maximum flow velocities for a gate valve model with 80% closure 
based on transverse profiles (a) and longitudinal profiles (b)
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a graphical representation of the flow ve-
locities for a gate valve model with 80% 
closure at an inflow velocity of 2.0 m·s–1,
compared with the same model with an 
inflow velocity of 1.0 and 1.5 m·s–1. The 
maximum velocity value on the fifth 
profile at an inlet velocity of 2.0 m·s–1 is 
20.80 m·s–1. Figure 4b shows the values 
of maximum flow velocities per longi-
tudinal profile for the model with 80% 
valve closure for inlet velocities of 1.0, 
1.5 and 2.0 m·s–1.

Relative pressure

The maximum, minimum and aver-
age values of relative pressures [Pa] for 
all submodels of gate valves based on 
the k–ε turbulent model are shown in 
Table 4. The maximum, minimum and 
average relative pressure values increase 
exponentially when the valve is closed. 
The average relative pressure of a valve 
80% closed is approximately 75 times 
higher than in the case of a valve 20% 

TABLE 3. View of the maximum and average values of flow velocities [m·s–1] at a gate valve at the 
corresponding longitudinal profiles

Longitudinal
profile

20% valve closure 40% valve closure 60% valve closure 80% valve closure
max avg max avg max avg max avg

1 1.561 1.015 2.378 1.019 3.806 0.994 2.021 0.976
2 1.559 1.002 2.522 1.027 4.160 1.110 9.816 1.325
3 1.549 0.982 2.532 1.040 4.356 1.195 10.198 1.635
4 1.551 0.981 2.529 1.042 4.383 1.208 10.347 1.702
5 1.549 0.981 2.529 1.052 4.413 1.243 10.437 1.787
6 1.545 0.981 2.528 1.044 4.390 1.213 10.264 1.700
7 1.547 0.986 1.527 1.035 4.333 1.182 10.098 1.566
8 1.553 1.002 2.521 1.027 4.160 1.116 9.911 1.337
9 1.563 1.016 2.405 1.026 3.946 0.997 2.022 0.971

Longitudinal
profile

20% valve closure 40% valve closure 60% valve closure 80% valve closure
max avg max avg max avg max avg

1 2.333 1.529 3.584 1.541 5.712 1.497 2.963 1.453
2 2.326 1.505 3.787 1.546 6.245 1.668 14.730 1.970
3 2.309 1.472 3.796 1.562 6.540 1.793 15.295 2.438
4 2.311 1.470 3.793 1.565 6.582 1.813 15.517 2.541
5 2.308 1.469 3.788 1.578 6.627 1.864 15.650 2.670
6 2.302 1.470 3.792 1.565 6.592 1.819 15.390 2.541
7 2.306 1.479 3.792 1.553 6.506 1.773 15.146 2.339
8 2.318 1.506 3.788 1.542 6.248 1.674 14.871 1.998
9 2.336 1.530 3.617 1.539 5.918 1.498 2.987 1.456
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closed. The values to be analysed when 
dimensioning the valve as a function of 
pressure are maximum and minimum 
pressures, since extreme maximum and 
minimum pressures can cause the pipe it-
self to expand or twist, which can lead to 
its damage and cracking. The upper row 
in Figure 5 shows the changes in relative 
pressures at the first four transverse pro-
files (a), b), (c) and (d) and the bottom 
row shows the changes in relative pres-
sures at the last four transverse profiles 
(e), (f), (g) and (h) for the gate valve sub-
model at 80% closed (at 1.0 m·s–1).

Table 5 shows the maximum, mini-
mum and average values of the relative 
pressures at the transverse profiles for all 

submodels of gate valves and both inlet 
velocities. The highest relative pressures 
and the lowest negative pressures occur 
at both inlet flow velocity variants for 
the same profiles. The maximum relative 
pressure values are 56,942 Pa for the in-
let velocity of 1.0 m·s–1 and 127,817 Pa 
for the inlet velocity of 1.5 m·s–1, which 
occur for partial models with 80% valve 
closure on the third profile 7 cm in front 
of the disc surface of gate valve, seen in 
the direction of flow. The lowest nega-
tive pressures also occur in submodels 
with 80% valve closure on the fourth 
profile, which is located at the back of 
the valve disc.

TABLE 4. View of maximum, minimum and average relative pressures [Pa] for each of the gate valve 
submodels

Percentage of gate 
valve closure 

[%]

v = 1.0 m·s–1 v = 1.5 m·s–1

max min avg max min avg

20 895 –1 053 171 1 983 –2 501 355
40 1 989 –2 689 407 4 433 –6 057 886
60 7 223 –8 209 1 897 16 195 –18 347 4 228
80 56 948 –46 156 12 890 127 831 –103 401 29 080

a b c d 

e f g h 
TP 1 TP 4 TP 3 TP 2 

TP 5 TP 7 TP 8 TP 6 

FIGURE 5. Distribution of the relative pressures on transverse profiles of gate valve submodels with 
80% of valve closure and inflow velocity of 1.0 m·s–1
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Cavitation can occur on the part of 
the pipe behind the gate valve due to ne-
gative pressures. The highest average re-
lative pressures are much higher in sub-
models with higher closure percentages 
(60 and 80%) than 20% closure valve. 
The value of the highest average relative 
pressure at 80% closed valve is almost 
120 times higher than the 20% closed 
valve submodel. As the inlet velocity and 
the valve closure percentage increase, an 
additional increase in relative pressures 
can be expected up to a certain closure 
percentage when the maximum pressure 
value decreases from that of the previ-
ous valve closure percentage. For proces-
sed submodels, the maximum absolute 
pressure to be expected within the 
pipeline is 2.29 bar at 80% closure and 
an inlet velocity of 1.5 m·s–1, which is a 
fully acceptable pressure for water pipes. 
The maximum relative pressure for both 
flow velocities occur at the middle profile 
and have values of 56,948 Pa for the inlet 
velocity of 1.0 m·s–1 and 127,831 Pa for 
the inlet velocity of 1.5 m·s–1 (submodel 
with 80% of valve closure). The highest 
pressures occur in the vicinity of the 
second and penultimate longitudinal pro-
file, which are 15 mm from the pipe wall.

Turbulent kinetic energy

In fluid dynamics, the turbulent ki-
netic energy – TKE (k) is a measure of 
the kinetic energy per unit mass associ-
ated with eddy currents in turbulent flows. 
According to the RANS equations (Rey-
nolds-averaged Navier–Stokes equa-
tions), the turbulent kinetic energy can 
be calculated according to the turbulence 
model. It is generally calculated as half 

the sum of the variance (the square of the 
standard deviations) of the velocity com-
ponents. Figure 6 shows the values of the 
turbulent kinetic energy on the cross pro-
files of the submodels at 80% valve clo-
sure and an inflow velocity of 1.5 m·s–1. 
The upper part of Figure 6 shows three 
profiles in front of valve (a), b), (c) and 
one at valve (d), and the lower part of 
the figure shows profiles (e), (f), (g), (h), 
which are located behind the gate valve. 
The figure shows that the maximum val-
ues of the turbulent kinetic energy occur 
at the valve itself and beyond, extending 
from the bottom of the valve wall to the 
upper half of the pipe along the flow 
behind the valve. The maximum value 
that appears is 2.66 m2·s–2 on the last 
cross-sectional profile. The maximum 
value of the turbulent kinetic energy of 
5.52 m2·s–2 does not appear on any user-
-defined profile, but directly behind the 
last profile (h). Table 6 shows the max-
imum (values in bold), minimum and 
average values of the turbulent kinetic 
energy [m2·s–2] on the transverse pro-
files for all numerical submodels and both 
input velocities of 1.0 and 1.5 m·s–1. 

With the increase of the valve clo-
sure degree, the maximum values of the 
turbulent kinetic energy move further 
away from the valve. This is due to the 
increase in the variations in flow velo-
cities caused by moving away from the 
valve in submodels with a smaller clos-
ing degree compared to a larger closing 
degree (e.g. 60% of the valve closing 
degree). For this reason, the maximum 
values for submodels with higher clo-
sure percentages occur behind the last 
user-defined cross-section profile in the 
direction of water flow.
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Conclusions

In this paper a hydraulic analysis of 
gate valve models was performed using 
the commercial softwares Ansys CFX 
19.1 and Ansys Fluent 19.1. The ana-
lyses were performed for 4° of opening 
of the gate valve with inlet velocities of 
1.0 and 1.5 m·s–1. After the hydrodyna-
mic analysis it was found that all models 
show vortices in the area behind the gate 
valve, especially at smaller opening de-
grees. The appearance of the vortex and 
its movement along the pipe is clearly 
visible on the given central longitudinal 
profiles of the pipe system. In the case of 
the gate valve with 40% closing degree 
and an inlet flow velocity of 1.0 m·s–1, 
the maximum velocity occurring is 
2.53 m·s–1, whereas for the same model 
and an inlet flow velocity of 1.5 m·s–1 
it is 3.80 m·s–1. The analysis shows that 

maximum values of velocities, pressures 
and other physical quantities occur in 
models with a lower valve opening de-
gree. The maximum values of the physi-
cal quantities in the analysed models oc-
cur mainly in the valve area or behind it. 
This paper shows that the implementation 
of hydrodynamic analysis is possible for 
different forms of valve geometry. Cor-
rect numerical modelling through CFD 
technology allows the obtained results to 
be used to improve the valve characteri-
stics in its design and operation.
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FIGURE 6. Distribution of turbulent kinetic energy at transverse profiles of a gate valve submodel with 
80% of valve closure and an inlet flow velocity of 1.5 m·s–1
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Summary

Hydraulic analysis of gate valve using 
computational fluid dynamics (CFD). As 
a very important element of most water 
supply systems, valves are exposed to the 
effects of strong hydrodynamic forces. When 
exposed to large physical quantities, the 
valve and piping can be damaged, which 
could endanger the performance of a water 
supply system. This is the main reason why 
it is necessary to foresee and determine the 
maximum values of velocity, pressure and 
other physical quantities that can occur in the 
system under certain conditions. Predicting 
extreme conditions allows us to correctly 
size the valve for the expected conditions to 
which the valve might be exposed, which is 
also the main objective of this paper. One of 
the methods for predicting and determining 
extreme values on a valve is to perform a sim-
ulation with computational fluid dynamics 
(CFD). This is exactly the method used in 
the preparation of this paper with the aim of 
gaining insight into the physical magnitudes 
for models of gate valves positioned inside 
a pipe under characteristic degrees of valve 
closure. The Ansys CFX 19.1 and Ansys Flu-
ent 19.1 software was used to simulate the 
hydrodynamic analysis and obtain the re-
quired results. The hydrodynamic analysis 
was performed for four opening degrees of 
gate valve. 
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Introduction

Trace metals entering the river origi-
nate from either natural or anthropogenic 
sources (Bem, Gallorini, Rizzio & Krze-
min, 2003; Wong, Li, Zhang, Qi & Peng, 
2003; Adaikpoh, Nwejai & Ogala, 2005; 
Akoto, Bruce & Darko 2008). In unaf-
fected environments, the concentration 
of most metals is very low and is typic-
ally derived from mineralogy and the 
weathering processes (Karbassi, Mona-
vari, Nabi Bidhendi, Nouri & Nemat-
pour, 2008). The main anthropogenic 
sources of heavy metal contamination 
are due to mining, disposal of untreated
and partially treated effluents con-
taining toxic metals, as well as metal 
chelates from different industries and 
the indiscriminate use of heavy metal 
– containing fertilizer and pesticides 
in agriculture fields (Hatje, Bidone & 
Maddock, 1998; Nouri, Mahvi, Jahed 

& Babaei, 2008). Metals enter river wa-
ter from mining areas through various 
means such as mine discharge, runoff, 
chemical weathering of rocks and soils, 
wet and dry fallout of atmospheric partic-
ulate matter (Macklin et al., 2003; Bird et 
al., 2003; Kraft, Tumpling & Zachman, 
2006; Singh et al., 2008; Venugopal et 
al., 2009). The mine water, runoff from 
abandoned watersheds and associated in-
dustrial discharges are the major source
of heavy metal contamination, total dis-
solved solid and low pH of streams in 
mining area (US EPA, 1998; Mohanty, 
Misra & Nayak, 2001; Cravotta, 2008; 
Shahtaheri, Abdollahi, Golbabaei, Rahi-
mi-Froshani & Ghamari, 2008).

The anthropological influences (i.e. 
urban, industrial and agricultural activ-
ities) as well as the natural processes (i.e. 
changes in precipitation amounts, erosion
and weathering of crustal materials) de-
grade surface water quality and impair 
its use for drinking, industrial, agricul-
tural, recreational and other purposes. 
Due to spatial and temporal variations in 
water chemistry, a monitoring program 
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that provides a representative and reliab-
le estimation of the quality of surface wa-
ters has become an important necessity. 
Consequently, comprehensive monitor-
ing programs that include frequent water 
sampling at numerous sites and include a 
full analysis of a large number of physi-
cochemical parameters designed for the 
proper management of water quality in 
surface waters are required.

Potential ecological risk index 
(PERI), proposed by Hakanson (1980), 
is used as a quick and practical tool for 
environmental assessment, obtaining 
as results the pollution classification of 
areas and the identification of the toxic 
substances of interest, supporting actions 
for pollution control of limnic aquatic 
systems. Potential ecological risk index 
provides a fast and simple quantitative 
value for PER of a given contamina-
tion situation. This model, despite being 
formulated in 1980s and for limnic sys-
tems, has an organized structure based 
on simple algorithms, including the most 
important environmental parameters for 
an ecological risk assessment, and also 
includes the mathematical relationships 
between them.

Material and methods

Study area

Hornad belongs to Danube river ba-
sin. Area of Hornad is 4,414 km2. In the 
basin is 27.6% of arable land, 15.7% of 
other agricultural land, 47.4% of forests, 
2.7% shrubs and grasses and 6.6% is 
other land. There is 164 surface water bo-
dies while 162 are in the category of the 
flowing waters/rivers and two are in the 
category of standing waters/reservoirs. 

Ten groundwater bodies exist in the ba-
sin while one is in quaternary sediment, 
two is geothermal waters and seven are 
in pre-quaternary rocks. Hornad has 
11 transverse structures without fishpass 
in operation. From the point of view of 
environmental loads, there are 11 high-
-risk localities which have been identi-
fied in the river basin. Diffuse pollution 
is from agriculture and municipalities 
without sewerage. The upper stretch of 
Hornad to Spišská Nová Ves is in good 
ecological status while the lower stretch 
is changed to poor status. From the 
Ružín Water Reservoir, Hornad achieves 
moderate ecological status. According 
to chemical status assessment, Hornad 
is in good status. Fifty six water bodies 
(34%) are failing to achieve good eco-
logical status in Hornad river basin. The 
water body of intergranular ground wa-
ters of quaternary alluviums of Hornad 
river basin achieves poor chemical sta-
tus (pollution from the point and dif-
fuse sources) and poor quantitative status 
identified on the base of long-term de-
crease of groundwater levels. The water 
body of pre-quaternary rocks is in good 
status – quantitative and chemical (SEA, 
2015).

Poprad is in Vistula river basin dis-
trict and is the only Slovak river that 
drains their waters into Baltic Sea. It 
sources in High Tatras over Popradské 
Lake. It flows to the southeast direction 
up to city of Svit. The river mouths into 
Dunajec from the right side, in Poland, 
river km 117.00. It drains the area of 
1,890 km2. There are 83 surface water 
bodies all in the category of the flow-
ing waters/rivers. Five groundwater bo-
dies exist in the basin while one is in 
quaternary sediment, one is geothermal 
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waters and three are in pre-quaternary 
rocks. Poprad has 27 transverse struc-
tures without fishpass in operation. Sig-
nificant industrial and other pollution 
sources are: Chemosvit Energochem, 
a.s., Svit, Whirlpool Slovakia, s.r.o., Po-
prad, screw factory Exim, Stará Ľubo-
vňa, Východoslovenské stavebné hmoty 
a.s (closed in 2013). From the point of 
view of environmental loads, there are 
17 high-risk localities which have been 
identified in the river basin. Diffuse pollu-
tion is from agriculture and municipalities 
without sewerage (Ondruš, 1991).

Laborec is a river in Eastern Slova-
kia that flows through the districts of 
Medzilaborce, Humenné, and Michalov-
ce in Košice Region, and Prešov Region. 
The river drains the Laborec Highlands. 
Tributaries of Laborec include Uh which 
joins Laborec near the city of Drahňov in 
Michalovce District, and Cirocha. Labo-
rec itself is a tributary, flowing into La-
torica. Catchment area of Ižkovce hydro-
metric profile at Laborec is 4,364 km2

and it is situated at 94.36 m a.s.l. (SEA, 
2015).

Sampling materials

Sediment was sampled according 
to standard ISO 5667-6 which outlines 
the principles and design of sampling 
programs and manipulation, as well as 
the preservation of samples. Monitoring 
was carried out in the 2017–2018. The 
samples of sediment were air-dried and 
ground using a planetary mill to a fraction 
of 0.063 mm. The chemical composi-
tion of sediments was determined by 
means of X-ray fluorescence (XRF) 
using SPECTRO iQ II (Ametek, Germa-
ny, 2000). Sediment samples were prepa-
red as pressed tablets with a diameter of 
32 mm by mixing 5 g of sediment and 1 g 
of dilution material (Hoechs Wax C Mic-
ropowder – M-HWC-C38H76N2O2) 
and compressing them at a pressure of 
0.1 MPa·m–2. The mean total concen-
trations of 8 heavy metals in sediment 
of sediments samples are presented in 
Table 1.

Results of XRF analysis of sediments 
were compared with the limited values 
according to the Slovak Act 188/2003 

FIGURE 1. Situation of three investigation rivers in Eastern Slovakia
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Coll. of Laws on the application of 
treated sludge and bottom sediments to 
fields. It can be stated that limit values 
comparing with Slovak legislation were 
not exceeding in all sediment samples in 
rivers in Eastern Slovakia.

Potential ecological risk index (PERI)

In this research, potential ecological 
risk index (PERI) proposed by Hakanson 
(1980) was used to evaluate the poten-
tial ecological risk of heavy metals. This 
method comprehensively considers the 
synergy, toxic level, concentration of the 

TABLE 1. Results of chemical analyses of sediment from the rivers of Eastern Slovakia in 2017–2018
Ye

ar
R

iv
er Sam-

pling 
point 

As Cd Cr Cu Hg Ni Pb Zn

mg·kg–1

20
17

H
or

ná
d

S1 14.9 < 5.1 35.8 110.3 < 2 59.4 < 2 167.0
S3 82.3 < 5.1 141.2 233.0 < 2 130.5 37.9 360.4
S4 < 1 < 5.1 169.9 108.4 < 2 45.2 51.1 177.4
S5 12.6 < 5.1 189.9 188.0 < 2 64.6 < 2 202.7

La
bo

re
c

S1 < 1 < 5.1 52.6 18.4 < 2 51.7 < 2 36.3
S2 < 1 < 5.1 28.1 30.1 < 2 66.5 < 2 51.7
S3 < 1 < 5.1 36.6 35.8 < 2 54.0 < 2 33.7
S4 1.3 < 5.1 28.0 38.0 < 2 64.6 < 2 61.1

Po
pr

ad

S1 < 1 < 5.1 124.7 51.6 < 2 65.7 < 2 100.4
S2 < 1 < 5.1 28.7 24.7 < 2 50.3 < 2 58.1
S3 < 1 < 5.1 56.9 2.9 < 2 35.5 < 2 118.6
S4 < 1 < 5.1 38.5 5.6 < 2 20.0 < 2 105.6

20
18

H
or

ná
d

S1 < 1 < 5.1 122.0 36.2 < 2 39.4 < 2 85.6
S2 < 1 < 5.1 28.7 29.4 < 2 40.3 2.5 179.7
S3 < 1 < 5.1 34.1 27.5 < 2 37.4 < 2 55.9
S4 < 1 < 5.1 50.9 62.9 < 2 33.9 < 2 71.2

La
bo

re
c

S1 < 1 < 5.1 5.0 8.4 < 2 19.7 < 2 < 1
S2 < 1 < 5.1 5.0 10.1 2.2 17.7 < 2 < 1
S3 < 1 < 5.1 5.0 1.5 < 2 13.4 < 2 < 1
S4 < 1 < 5.1 5.0 10.7 < 2 15.5 < 2 < 1

Po
pr

ad

S1 < 1 < 5.1 5.0 8.1 < 2 2.2 < 2 122.7
S2 < 1 < 5.1 44.7 14.9 < 2 20.9 < 2 39.4
S3 < 1 < 5.1 5.0 32.7 < 2 34.5 < 2 49.5
S4 < 1 < 5.1 5.0 11.5 < 2 2.0 < 2 71.0

×
Limits

20 10 1 000 1 000 10 300 750 2 500



Year over year comparison of sediment quality in the rivers of Eastern Slovakia 293

heavy metals and ecological sensitivity 
of heavy metals (Nabholz, 1991; Singh, 
Sharma, Agrawal & Marshall, 2010; 
Ouay et al., 2013). Potential ecologi-
cal risk index is formed by three basic 
modules: degree of contamination (Cd), 
toxic-response factor (Tr) and potential 
ecological risk factor (ER). According 
to this method, the potential ecological 
risk index of a single element (Ei

R) and 
comprehensive potential ecological risk 
index (RI) can be calculated via the fol-
lowing equations:

ii
f i

n

C
C

C
=  (1)

where Ci is the mean concentration of 
an individual metal examined and Cn

i 
is the background concentration of the 
individual metal. In this work, back-
ground concentrations of contents of se-
lected elements in sediments unaffected 
by mining activities in the assessment 
area were used (Table 3). Index Cf

i is the 
single-element one. The sum of contami-
nation factors for all examined metals 
represents the contamination degree (Cd) 
of the environment:

1

n

d
i

i
fC C

=
=  (2)

Indicator Er
i is the potential ecologi-

cal risk index of an individual metal. It is 
calculated by

 (3)

where Tr
i is the toxic response factor 

provided by Hakanson (1980). Indicator 

Ri is the potential ecological risk index, 
which is the sum of Er

i:

1

n
i i

r
i

R E
=

=  (4)

Hakanson defined five categories of 
Er

i and four categories of Ri, as shown 
in Table 2.

Results and discussion

Based on the monitoring data of se-
diment quality in the study area, a quan-
titative analysis of heavy-metal pollu-
tion in sediment was conducted using 
the method of PERI. The results based 
on potential ecological risk index show 
that the quality of sediment in 2018 is 
better than 2017. The worst result were 
obtained for Hornad in 2017. Significant 
improvement were occurred at the sam-
pling point S2 in Hornad in 2018. The 
best results were determined for Laborec 
in 2018.

TABLE 2. Risk grades indexes and grades of po-
tential ecological risk of heavy metal pollution

Ei
r

Risk 
grade Ri Risk 

grade
Ei

r < 40 low Ri < 150 low
40 ≤ Ei

r 
< 80 moderate 150 ≤ Ri 

< 300 moderate

80 ≤ Ei
r 

< 160
consider-

able
300 ≤ Ri 

< 600
consider-

able

160 ≤ Ei
r 

< 320 high Ri ≥ 600 very 
high

Ei
r ≥ 320 very 

high ×
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TABLE 3. Statistical results of potential ecological risk index of a single element (ER) and comprehen-
sive potential ecological risk index (PERI) for rivers of Eastern Slovakia in 2017–2018

Ye
ar

R
iv

er Sampling 
point 

Er
Ri Risk grade

As Cd Cr Cu Hg Ni Pb Zn

20
17

H
or

na
d

S1 149 30 2.95 20.13 40 11.98 5 4.32 263.36 moderate 
S2 823 30 11.62 42.52 40 26.31 94.75 9.31 1 077.51 very high 
S3 10 30 13.98 19.79 40 9.11 127.75 4.54 255.21 moderate 
S4 126 30 15.63 34.31 40 13.02 5 5.24 269.19 moderate 

Po
pr

ad

S1 10 30 2 255 40 5.05 5 25.8 372.85 consider-
able 

S2 10 30 6.86 218.35 40 6.15 5 22.5 338.86 consider-
able 

S3 10 30 4.18 455 40 7.45 5 24.7 576.33 consider-
able 

S4 10 30 5.28 320 40 5.10 5 30.0 445.38 consider-
able 

La
bo

re
c

S1 10 30 49.88 99.73 40 5 100.4 38.08 497.34 consider-
able 

S2 10 30 11.48 47.50 40 5 58.1 38.08 325.91 consider-
able 

S3 10 30 2.0 12.12 40 5 148.2 38.08 335.27 consider-
able 

S4 10 30 22.76 5.58 40 5 118.6 38.08 301.59 consider-
able 

20
18

H
or

na
d

S1 10 30 11.4 20.13 40 11.45 5 3.95 111.8 low 
S2 10 30 9.3 42.52 40 0.64 6.25 8.36 116.06 low 
S3 10 30 8.7 19.79 40 0.54 5 2.6 107.15 low 
S4 10 30 39.8 34.31 80 0.39 10 6.62 196.12 moderate 

Po
pr

ad

S1 10 30 0 9.4 40 5 5 9.02 108.92 low 
S2 10 30 0 17.35 40 52.25 5 2.9 147.5 low 
S3 10 30 0 38 40 86.25 5 3.64 212.89 moderate 
S4 10 30 0 13.35 40 5.00 5 5.22 108.57 low 

La
bo

re
c

S1 10 30 2 42 40 8.21 5 1 138.21 low 
S2 10 5.8 2 50.5 40 7.375 5 1 121.67 low 
S3 10 30 2 7.5 40 5.585 5 1 101.09 low 
S4 10 30 2 53.5 40 6.46 5 1 147.96 low 
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Conclusions

Environmental risk in the water catch-
ments are closely related to the quality 
and quantity of water flows in the catch-
ment and the quality is one of the most 
important indicators of risk in the river 
basin. The monitoring and evaluation 
of water quality have a permanent place 
in the process of risk management. The 
possibility of minimizing the negative 
impact on the environment presents the 
assessment and management of environ-
mental risks by using different method-
ologies. Methodology for assessing en-
vironmental risks in the basin presents 
a risk characterization for the particular 
conditions of water flows. The results rep-
resent the basis for risk management in 
the river basin, whose task is to ensure 
the sustainability of water bodies.

Different calculation methods on 
the basis of different algorithms might 
lead to a discrepancy of the pollution 
assessment when they are used to assess 
the quality of sediment. So it is of great 
importance to select a suitable method 
to assess sediment quality for decision 
making and spatial planning. Pollution 
indices is a powerful tool for process-
ing, analysing, and conveying environ-
mental information to decision makers, 
managers, technicians and the public. 
Potential ecological risk index is based 
exclusively on chemical parameters of 
sediments because sediment data show 
mean integrated values in time, with 
higher stability than water column para-
meters; sediments are easily sampled at 
field work; sediment samples are more 
representative for time and space scales 
and analytical data are easily obtained, 
especially because sediments present 

high concentrations of contaminants, 
decreasing the possible errors due to de-
tection limits of the applied analytical 
method. The results show on the basis on 
potential ecological risk index that the 
quality of sediment in 2018 is better than 
2017.

Acknowledgements

This work has been supported by the 
Slovak Grant Agency for Science (Grant 
No 1/0419/19).

References 

Adaikpoh, E.O., Nwajei, G.E. & Ogala, J.E. (2005). 
Heavy metals concentrations in coal and sedi-
ments from river Ekulu in Enugu, Coal City 
of Nigeria. Journal of Applied Sciences and 
Environmental Management, 9(3), 5-8.

Akoto, O., Bruce, T.N. & Darko, G. (2008). 
Heavy metals pollution profiles in streams 
serving the Owabi reservoir. African Journal 
of Environmental Science and Technology, 
2(11), 354-359.

Bem, H., Gallorini, M., Rizzio, E. & Krzemin, 
S.M. (2003). Comparative studies on the 
concentrations of some elements in the urban 
air particulate matter in Lodz City of Poland 
and in Milan, Italy. Environmental Interna-
tional, 29(4), 423-428. doi 10.1016/S0160-
4120(02)00190-3

Bird, G., Brewer, P., Macklin, M., Balteanu, D., 
Driga, B., Serban, M. & Zaharia, S. (2003). 
The solid state partitioning of contaminant 
metals and As in river channel sediments 
of the mining affected Tisa drainage basin, 
northwestern Romania and eastern Hungary. 
Applied Geochemistry, 18(10), 1583-1595.

Cravotta, A.C. (2008). Dissolved metals and asso-
ciated constituents in abandoned coal-mine 
discharges, Pennsylvania, USA. Part 1: con-
stituent quantities and correlations. Applied 
Geochemistry, 23(2), 166-202.

Hakanson, L. (1980). An ecological risk index for 
aquatic pollution control. A sedimentological 
approach. Water Research, 14(8), 975-1001.



296 E. Singovszka, M. Balintova

Hatje, V., Bidone, E.D. & Maddock, J.L. (1998). 
Estimation of the natural and anthropogenic 
components of heavy metal fluxes in fresh 
water Sinos river, Rio Grande do Sul state. 
South Brazil. Environmental Technology, 
19(5), 483-487.

ISO 5667-6-2005. Water quality. Sampling. Part 6: 
Guidance on sampling of rivers and streams.

Karbassi, A.R., Monavari, S.M., Nabi Bidhendi, 
G.R., Nouri, J. & Nematpour, K. (2008). 
Metal pollution assessment of sediment and 
water in the Shur River. Environmental Mon-
itoring and Assessment, 147(1-3), 107-116.

Kraft, C., Tumpling, W. & Zachmann, D.W. 
(2006). The effects of mining in Northern 
Romania on the heavy metal distribution in 
sediments of the rivers Szamos and R. Reza; 
G. Singh Tisza (Hungary). Acta Hydrochimi-
ca et Hydrobiologic, 34(3), 257-264.

Macklin, M.G., Brewer, P.A., Balteanu, D., 
Coulthard, T.J., Driga, B., Howard, A.J. & 
Zaharia, S. (2003). The long term fate and 
environmental significance of contaminant 
metals released by the January and March 
2000 mining tailings dam failure in Ma-
ramures County, upper Tisa basin, Romania. 
Applied Geochemistry, 18(2), 241-257.

Mohanty, J.K., Misra, S.K. & Nayak, B.B. (2001). 
Sequential leaching of trace elements in coal: 
a case study from Talcher coalfield, Orissa. 
Journal of the Geological Society of India, 
58(5), 441-447.

Nabholz, J.V. (1991). Environmental hazard and 
risk assessment under the United States 
Toxic Substances Control. Science of the 
Total Environment, 109, 649-665.

Nouri, J., Mahvi, A.H., Jahed, G.R. & Babaei, 
A.A. (2008). Regional distribution pattern of 
groundwater heavy metals resulting from ag-
ricultural activities. Environmental Geology, 
55(6), 1337-1343.

Ondruš, Š. (1991). Ešte raz o pôvode tatranskej 
rieky Poprad [Once again about the origin 
of Tatra River Poprad]. Bratislava: Veda, 
Vydavateľstvo Slovenskej akadémie vied.

Ouay, F., Pelfrene, A., Planque, J., Fourrier, H., 
Richard, A., Roussel, H. & Girondelot, B. 
(2013). Assessment of potential health risk 
for inhabitants living near a former lead 
smelter. Part 1: metal concentrations in soils, 
agricultural crops, and home-grown vegeta-

bles. Environmental Monitoring Assessment, 
185(5), 3665-3680.

Shahtaheri, S.J., Abdollahi, M., Golbabaei, F., 
Rahimi- Froshani, A. & Ghamari, F. (2008). 
Monitoring of mandelic acid as a biomarker 
of environmental and occupational exposures 
to styrene. International Journal of Environ-
mental Research, 2(2), 169-176.

Singh, A.K., Mondal, G.C., Kumar, S., Singh, 
T.B., Tewary, B.K. & Sinha, A. (2008). Ma-
jor ion chemistry, weathering processes and 
water quality assessment in upper catchment 
of Damodar River basin, India. Environmen-
tal Geology, 54(4), 745-758.

Singh, A., Sharma, R.K., Agrawal, M. & Marshall, 
F.M. (2010). Health risk assessment of heavy 
metals via dietary intake of foodstuffs from 
the wastewater irrigated site of a dry tropical 
area of India. Food and Chemical Toxicol-
ogy, 48(2), 611-619.

Slovak Act. No 188/2003 Coll. of Laws on the 
application of treated sludge and bottom 
sediments to fields.

Slovak Environmental Agency [SEA] (2015). 
Introduction. Pilot Project PiP1: Hornád/
/Hernád, Integrated Revitalisation of the 
Hornád/Hernád River Valley. Banská Bystri-
ca: Slovak Environmental Agency.

United States Environmental Protection As-
sociation [US EPA] (1998). Guidelines for 
ecological risk assessment. Washington, DC: 
US EPA.

Venugopal, T., Giridharan, L. & Jayaprakash, M. 
(2009). Characterization and risk assessment 
studies of bed sediments of River Adyar-An 
application of speciation study. International 
Journal of Environmental Research, 3(4), 
581-598.

Wong, C.S.C., Li, X.D., Zhang, G., Qi, S.H. & 
Peng, X.Z. (2003). Atmospheric deposition 
of heavy metals in the Pearl River Delta, 
China. Atmospheric Environment, 37(6), 
767-776.

Summary

Year over year comparison of sed-
iment quality in the rivers of Eastern Slo-
vakia. Quality is one of the most important 
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risk indicators in river basins. Therefore, mo-
nitoring and evaluating water and sediment 
quality has a very important role in process 
of risk management. The aim of the monitor-
ing is provide for the sustainability of water 
bodies and these results are the basis for the 
risk management in the river catchment area. 
Hornad, Laborec and Poprad are the rivers 
in Eastern Slovakia. Hornad and Laborec 
belongs to basin of Danube and Poprad be-
longs to basin of Vistula. Sediment sampling 
was carried out according to ISO 5667-6. 
Monitoring was carried out in the spring 
on 2017–2018. The chemical composition 
of sediments was determined by means of 
X-ray fluorescence (XRF) using SPECTRO 
iQ II (Ametek, Germany, 2000). The results 
of sediment quality evaluated by method 
PERI revealed that the quality of sediment in 
2018 was better than 2017. Results of XRF 
analysis of sediments were compared with 
the limited values according to the Slovak 
Act 188/2003 Coll. of Laws on the applic-
ation of treated sludge and bottom sediments 
to fields. It can be state that limit values 
comparing with Slovak legislation were not 
exceeding in all sediment samples in rivers 
in Eastern Slovakia. Based on the monit-
oring data of sediment quality in the study 
area, a quantitative analysis of heavy-metal 
pollution in sediment was conducted using 
the method of potential ecological risk index 
(PERI) which is method for evaluate the po-
tential ecological risk of heavy metals. It is 
based exclusively on chemical parameters of 
sediments because sediment data show mean 

integrated values in time, with higher stabil-
ity than water column parameters; sediments 
are easily sampled at field work; sediment 
samples are more representative for time 
and space scales and analytical data are eas-
ily obtained, especially because sediments 
present high concentrations of contaminants, 
decreasing the possible errors due to detec-
tion limits of the applied analytical method. 
This method comprehensively considers the 
synergy, toxic level, concentration of the 
heavy metals and ecological sensitivity of 
heavy metals. Potential ecological risk index 
can be obtained using three basic modules: 
degree of contamination (CD), toxic-re-
sponse factor (TR) and potential ecolo-
gical risk factor (ER). The results show on 
the basis on potential ecological risk index 
that the quality of sediment in 2018 is better 
than 2017. The worst result shows Hornad 
in 2017. Significant improvement occurred 
at the sampling point S2 in Hornad in 2018. 
The best results show Laborec in 2018. The 
results show on the basis on potential ecolo-
gical risk index that quality of sediment in 
2018 is better than 2017.
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Introduction

The introduction of European stan-
dards for the assessment of construction 
aggregates over 20 years ago provided 
a number of new testing methods previ-
ously non-existing in Poland. One of 
them is the flow coefficient of aggreg-
ates, popularly known as aggregate an-
gularity. The method of determination 
is given in PN-EN 933-6:2014 standard, 
which defines the method of determining 
the coefficient for coarse aggregates with 
grain sizes between 4 and 20 mm and 
fine aggregates with grain sizes below 
2 mm. This test is particularly important 
when designing mineral–asphalt mix-
tures (Mitchell, 2001). Aggregate angu-
larity, particularly for fine aggregates, is 
the main factor influencing the workab-
ility of mixtures (Little, Button, Jayawic-

krama & Hudson, 2003). In the 1980s in 
the USA and France, it was proven that 
the angularity of an aggregate affects the 
stability and rutting resistance of mix-
tures (Topal & Sengoz, 2005). It is de-
sirable to include angular fine aggreg-
ates in the composition. Rounded grains, 
especially natural sand, can lead to rut-
ting of the mixture. The problem of grain 
angularity is also considered in concrete 
design (Quiroga & Fowler, 2004).

The shape of grains is a complex cha-
racteristics, determined by three parame-
ters: sphericity, angularity and surface 
micro texture. The shape of grains af-
fects the compaction of non-cohesive 
soils (Szerakowska, 2018). The problems 
of grain shape influence on parameters of 
non-cohesive soils in Poland was stud-
ied by (Parylak, 2000; Mamok, 2006; 
Chmielewski, 2008; Zięba, 2013).

The coefficient of uniformity (CU) is 
still regarded as one of the basic parame-
ters characterizing the aggregates/soils 
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intended for embankment construction. 
This parameter describes the shape of 
the grain-size curve. Since the 1970s the 
requirements for subsoil for road surface 
constructions in Poland are given in typi-
cal surface catalogues and include (Judy-
cki et al., 2014a; Judycki et al., 2014b):

non-swelling of the soil,
CBR ≥ 10 (after four days of water 
saturation); since 2014 also second-
ary modulus E2 ≥ 80 MPa,
compaction in accordance with cur-
rent standards or/and guidelines.
Non-swelling of the soil depends on 

the content of the dust and clay fraction 
and their activity – the sand equivalent 
(SE). In earthworks, the parameter rela-
ting to the ability to carry loads without 
excessive deformation is the bearing ra-
tio or secondary modulus (E2) determi-
ned with static load plate test (VSS). The 
value of the bearing ratio for non-cohe-
sive soils depends mainly on the angle 
of repose.

The angle of repose depends on many 
factors, among others, the shape, round-
ness of the grain and the compaction 
(Hansen, Lundgren, Beuck & Rönfeldt, 
2013). The influence of various factors 
on the angle of repose is determined by 
the Lundgren formula (Glazer, 1985):

ϕ = 36° + ϕ1 + ϕ2 + ϕ3 + ϕ4 (1)

where:
ϕ1 – grain shape –5° for round aggreg-
ates; +1° for angular (range 7°),
ϕ2 – dimensions of grains 0° for sands do 
+2° for coarse (range 3°),
ϕ3 – degree of compaction from –3° for 
CU < 5 to +3° for CU ≥ 15 (range 7°),
ϕ4 – density index from –6° for loose 
soils to +6° for compacted soils (range 
13°).

–
–

–

The shape of the grains can cancel 
out the impact of grading on the angle 
of repose.

The paper attempts to determine 
if there is a strong correlation between 
the California bearing ratio (CBR) and 
flow coefficient of the aggregates. The 
strength of the correlation with other pa-
rameters determining the suitability of 
soil/aggregates for earthworks was eva-
luated. Among others those parameters 
were: effective grain size, coefficient of 
uniformity (CU), curvature coefficient 
(CC) and dry density of solid particles.

Determination of flow coefficient 
of aggregates

In the United States, the angularity 
of the aggregate is determined in accor-
dance with AASHTO T 304 standard or 
ASTM C 1252. The porosity of the loose 
rock material passing through a standard 
30 ml funnel into a cylinder is deter-
mined. In France, the test is carried out 
on the basis of AFNOR P18-564 stand-
ard. The time in seconds of flow (pour-
ing) of a certain amount of aggregate 
through the funnel was determined as a 
measure of the angularity of the aggre-
gate. Similar approach can be seen in com-
parative viscometers such as Engler’s. 
The comparison of the results for above 
mentioned methods can be found in the 
study (Aschenbrener, 1994).

The same principle as in France is 
adopted in BS EN 933-6 standard. The 
flow rate of fine aggregate is determined 
on a 0.063/2 mm fraction. The labora-
tory sample is washed, dried and then re-
duced to reference test portion with M1 
mass according to the formula:
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1 1,000 2
2.70

pM
ρ

= ±  (2)

where:
ρp – pre-dried particle density (EN 1097-
-6) [Mg·m–3],
2.70 – constant, the density of reference 
material in dried state [Mg·m–3].

A polycarbonate funnel with a 12 
mm hole is used to test the 0/2 mm ag-
gregates. The flow time (Ecsi) is mea-
sured with a stopwatch with an accuracy 
of 0.1 s. Five runs are made. The aggre-
gate flow time (Ecs) is calculated from 
the formula:

Esc = Ecsm + (ERS – Ecse) (3)

where:
Ecsm – average flow time [s],
ERS – flow time for reference material 
32 s,
Ecse – flow time for the reference test 
portion (30–34 s).

The apparatus for determining the 
flow time is extremely simple and in-
cludes a tripod polycarbonate funnel and 
a measuring cylinder. The bulk density 

of the aggregate in the measuring funnel 
and the measuring cylinder has a signi-
ficant influence on the obtained results. 
This problem has been solved by using an 
additional cylinder with a shutter – Fig-
ure 1.

Additional tests

Simultaneously while preparing 
the sample for determination of the 
flow coefficient of fine aggregates it is 
also possible to determine the grading 
curve of the soil. As the PN-B-
-04481:1988 standard was withdrawn in 
2015, while the ISO/TS 17892-4:2004 
technical specification was replaced in 
2017 by the PN-EN ISO 17892-4:2017-01
standard, the grain composition was de-
termined in accordance with the PN-EN 
933-1:2012 standard.

The second test necessary to conduct 
the flow time of fine aggregates is the 
density determination by pycnometric 
method. The determination is carried out 
according to PN-EN 1097-6:2013 stan-
dard. Density of pre-dried grains is de-
fined as the ratio of mass of the sample in 

 
FIGURE 1. Aparatus required for the determination on the flow coefificent of fine aggragate
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dry state to the volume it occupies in wa-
ter. The mass is determined by weighing 
the sample in saturated state, surface-
-dried and then re-weighing. The volume 
is determined by weighing.

Two samples must be prepared for 
testing. The weight of the samples shall 
not be less than that given in Table 1. The 
first step is to wash the sample to get rid 
of clogged grains and to discard grains 
that remain on the 31.5 mm sieve and 
pass through the 0.063 mm sieve. The 
sample shall then be dried in the oven 
at 110 ±5°C. After drying, the aggrega-
te shall be cooled to ambient temperat-
ure. The next step is to get a net weight 
M1 of a setup with a known volume V 
(Fig. 2) and put the sample in to deter-
mine the total weight of the setup M2. 
The pycnometer is then filled with water 
(T = 22 ±3°C) up to about 30 mm below 
the line at the neck. In order to remove 
the air, the sample is mixed with a glass 
rod. Afterwards, the pycnometer is filled 
with water up to 20 mm below the meas-
uring line and placed in a water bath 
(T = 22 ±3°C) for 1 h. It is important 
that the level in the water bath reaches 
20 mm below the neck of the pycno-
meter. After one hour, the pycnometer 
should be taken out of the bath, the outer 
surface should be dried and then weighed 

to obtain M3. After the test, calculate the 
density using the formula:

 (4)

where:
ρp – pre-dried grain density [Mg·m–3],
M1 – mass of pycnometer [g],
M2 – mass of pycnometer with a sample 
[g],
M3 – mass of pycnometer with a sample 
and water [g],
V – pycnometer volume [mm3].
ρw – water density at set temperature 
[Mg·m–3].

The density shall be determined to an 
accuracy of 0.001 Mg·m–3. The accepted 
difference between two samples shall not 
exceed 0.019 Mg·m–3. The final result is 
given as the average of two values with 
an accuracy of 0.01 Mg·m–3.

FIGURE 2. Pycnometer for determining the dens-
ity of aggregates

TABLE 1. Minimum mass of samples for density 
testing by pycnometer method

Upper (D) 
aggregate size

[mm]

Minimum mass 
of test specimen

[kg]

31.5 1.5
16 1.0
8 0.5
≥ 4 0.25
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As part of the research program, the 
CBR was additionally determined accord-
ing to the procedure given in the PN-S-
-02205:1998 standard. The Proctor’s test 
was included to determine the maximum 
dry density of solid particles (ρds).

Test materials

The research was carried out on 19 
soils (Nos 1–19 in Table 2) from the area 
of north-western Poland, four washed 
and sieved sands (20–23) and seven 
crushed aggregates (24, 29 – basalt, 25, 30 
– granite, 26 – greywacke, 27 – granodi-
orite, 28 – amphibolite). The materials 
were categorized in accordance with the 

PN-EN 14688-2:2018 standard. Major-
ity of the studied soils were evenly and 
gap-graded, only a few sands with gravel 
and one coarse sand (10) could be cate-
gorized as medium-graded. As predicted, 
washed and sieved aggregates (20–23) 
were single-graded, while crushed sands 
were medium-graded or, as in case of 26, 
gap-graded. All the soils studied in terms 
of CBR values met the requirements for 
the construction of road embankments 
and other structural layers. Natural sands 
are characterized by Ecs of 24 to 35 with 
an average value of 28, while crushed 
sands are characterized by Ecs of 35 to 
45 with an average of 40. The aggregates 
and soils were listed by the CBR values 
(Table 2).

TABLE 2. Soil and aggregates parameters taken for testing

No Type CC
[-]

CU
[-]

d10
[mm]

d30
[mm]

d60
[mm]

ρds
[Mg·m–3]

ρp
[Mg·m–3]

CBR
[%]

Esc
[s]

23 MSa 0.9 2.1 0.25 0.34 0.53 1.76 2.66 14 29

1 FSa 1.0 1.8 0.15 0.20 0.27 1.70 2.64 15 25

16 FSa 0.9 2.6 0.11 0.16 0.28 1.65 2.62 15 25
19 MSa 1.1 2.2 0.10 0.14 0.21 1.76 2.65 15 27

3 MSa 0.9 2.0 0.25 0.34 0.50 1.81 2.66 16 24
4 FSa 1.0 2.2 0.09 0.14 0.20 1.69 2.65 16 26

22 MSa 0.9 2.3 0.25 0.36 0.58 1.81 2.55 16 27
6 FSa 1.0 2.0 0.10 0.14 0.19 1.70 2.66 17 27

21 MSa 0.9 1.9 0.26 0.34 0.49 1.77 2.65 17 28

20 MSa 1.0 2.4 0.19 0.30 0.47 1.79 2.65 19 27

5 MSa 1.0 2.4 0.12 0.19 0.30 1.72 2.65 20 26
8 MSa 0.9 3.0 0.21 0.34 0.61 2.03 2.64 20 27

7 MSa 0.9 2.4 0.21 0.32 0.51 1.76 2.67 21 25

9 MSa 0.9 3.3 0.19 0.31 0.61 1.79 2.66 21 27
11 MSa 0.9 2.3 0.22 0.32 0.49 1.76 2.67 21 25
18 grSa 0.7 4.9 0.32 0.58 1.56 1.86 2.65 21 30
14 MSa 0.9 2.2 0.16 0.23 0.35 1.71 2.66 22 25
15 MSa 1.1 3.4 0.13 0.25 0.45 1.79 2.63 22 25
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Analysis of the relationship 
between the flow time and other 
parameters

The correlation between the para-
meters describing the grading curve, i.e. 
CU and CC, and the CBR and volumetric 
density of the dry density of soils was 
analysed. The correlations were analysed 
for soils and aggregates together. Pearson 
coefficient of linear correlation was used 
to measure the relationship. Table 3 pre-
sents the obtained coefficient values for 
relations between selected parameters. 
Analysing the obtained dependencies, it 
should be stated first of all that the CC 
does not show any relation with the CBR 
or flow coefficient. For soils only there 
is a negative relation while for soils and 
aggregates together, no relation at all. 

However, as predicted, the CU shows 
much better dependence. The flow coef-
ficient shows the highest values of depen-
dence in relation to the coefficient of uni-
formity but also to the CBR. This indicates 
the potential of this simple study. Figures 
3–5 present the correlation between 
major parameters and the confidence 
interval.

TABLE 2 cont.

No Type CC
[-]

CU
[-]

d10
[mm]

d30
[mm]

d60
[mm]

ρds
[Mg·m–3]

ρp
[Mg·m–3]

CBR
[%]

Esc
[s]

25 CSa 1.1 6.7 0.10 0.23 0.67 1.92 2.68 24 35
10 CSa 0.9 4.5 0.18 0.35 0.81 1.78 2.69 25 32

13 grSa 0.7 6.5 0.16 0.36 1.07 1.96 2.70 25 32
12 grSa 0.6 8.6 0.16 0.35 1.38 2.00 2.69 27 35
28 CSa 1.0 10.1 0.09 0.24 0.91 2.08 2.86 27 37
2 grSa 0.4 8.9 0.15 0.29 1.33 1.95 2.67 29 34

29 CSa 1.2 6.2 0.17 0.48 1.08 2.08 3.09 30 40

17 grSa 0.8 4.9 0.18 0.36 0.88 1.99 2.64 31 35

27 CSa 1.5 9.3 0.13 0.35 1.21 1.97 2.64 33 41

30 CSa 1.0 7.7 0.14 0.40 1.09 1.81 2.65 34 39

26 CSa 0.8 4.8 0.26 0.44 1.26 1.97 2.73 35 42
24 CSa 1.7 7.1 0.17 0.37 1.20 2.23 3.13 42 45

TABLE 3. Impact of individual stakeholder 
groups on the study contract (own studies)

Parameter
Correlation coefficient
CBR Ecs

CU 0.76 0.81
CC 0.29 0.33
d30 0.48 0.48 
d60 0.76 0.78
Ecs 0.90 –
ρd max 0.77 0.80
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FIGURE 3. The relationship between the uniformity coefficient and CBR

 
FIGURE 4. The relationship between the uniformity coefficient and flow coefficient of the aggregates
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Recapitulation 

The study tried to determine the cor-
relation between the flow coefficient Ecs 
and California bearing ratio as well as 
other parameters describing the non-co-
hesive soils. It was proven that for studied 
soils and aggregates the flow coefficient 
had the strongest correlation to the bear-
ing ratio, which in the author’s opinion 
is the most basic parameter for assessing 
the suitability of soils and aggregates 
for embankment’s construction. Deter-
mination of soils and aggregates suit-
ability based mainly on the coefficient of 
uniformity is improper. This can lead to 
exclusion of materials which can be safe-
ly used as subsoils for road construction. 
From tested materials all of them met the 
requirements of minimal CBR, some met 
the requirements for improved subgrade 
and freezing depth (≥ 20, ≥ 25).

Flow coefficient of aggregates can 
be tested in a simple way and can be per-
formed in parallel with screen analysis, 
assuming a density of ρp = 2.65 Mg·m–3 

for quartz sands. Natural sands were 
characterized by Ecs flow coefficient 
from 24 to 35 with the mean value of 28, 
while crushed sands were characterized 
by Ecs from 35 to 45 with the mean value 
of 40. However, analysing the results of 
the research it should be stated that for 
the same value of flow coefficient, e.g. 
25, 27, there is a variability of CBR in 
the range of 15–22 and 15–21, respec-
tively. Of course, this indicates that the 
flow coefficient is a rather simplified 
measure and detailed analyses of grain 
shape should be carried out using more 
precise methods and parameters, e.g. ge-
neral shape index proposed by Parylak 
(2000).

 
FIGURE 5. The relationship between the flow coefficient of the aggregates and CBR
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Summary

Flow coefficient of the aggregates as 
a parameter characterizing the suitability 
of non-cohesive soils for earthworks. The 
article presents the results of the flow coeffi-

cient of aggregate for 30 sands and aggreg-
ates. The introduction of European standards 
for the assessment of construction aggreg-
ates over 20 years ago introduced a number 
of new testing methods not previously used 
in Poland. One of them is the flow coeffi-
cient of aggregate, popularly called aggreg-
ate angularity. The method of determination 
is given in the standard PN-EN 933-6:2014. 
This standard defines the method of deter-
mining the index for coarse aggregates with 
grain sizes between 4 and 20 mm and fine 
aggregates with grain sizes below 2 mm. 
This test is particularly important when de-
signing mineral-asphalt mixtures. Aggregate 
angularity, particularly in fine aggregates, is 
the main factor influencing the workability of 
mixtures. The flow time through the appar-
atus depends on the degree of roundness and 
form of the grain. The study determined the 
relationship between the flow coefficient of 
aggregate and CBR in relation to the unifor-
mity coefficient. This indicator is still consid-
ered to be one of the main parameters that 
affect the suitability of non-cohesive soils in 
earthworks. It was proven that Ecs is more 
dependent on CBR than CU.
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Key words: displacement pile, bearing capacity, 
load–settlement, pile foundation, Eurocode 7

Introduction

When we are paying great attention 
to ecology in the broadest sense of the 
word, we should strive to use technolo-
gy that will be environmentally friend-
ly and have a minimal impact on the 
environment.

Deep foundation solutions are of 
particular importance, as they are in any 
case interference with the environment 
and the natural ground. The classic divi-
sion of pile foundations includes:

ready-made, prefabricated piles, pre-
pared in advance, inserted into the 
ground using various techniques, 
e.g. wooden, reinforced concrete, 
steel and plastic piles;
piles made in the ground, e.g. dril-
led, driven in with an extractor pipe, 
screwed in without a casing pipe 
(Gwizdała, 2010).

–

–

The classification of piles used so 
far is being modified due to the manu-
facturing technology. Today, displace-
ment piles are increasingly used. As an 
additional element there are constantly 
appearing new materials used for pile 
construction. Another aspect is existence 
of the methods for calculating the load 
capacity and settlement of piles. Since 
2010, after the introduction of the PN-
-EN:1997-1:2008 standard, it was ne-
cessary to change the approaches used 
so far based on years of experience and 
tradition. The old methods have been 
improved by defining coefficients allow-
ing to extrapolate the settlement curve 
from the range of critical values to limit 
values.

To a large extent these are empiri-
cal procedures. The main determinant in 
the process of designing and then veri-
fying the load capacity of piles has be-
come the determination of the force that 
causes settlements equal to 10% of the 
pile diameter.
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Classification of displacement 
piles

Displacement piles is a group of 
technologies whose main idea is to in-
stall or make piles without excavating 
the ground. In accordance with this defi-
nition, contained in PN-EN:1997-1:2008 
standard, the displacement piles should 
be considered as hammered in, pressed 
in, vibrated and executed with the use of 
spreading drills (Fig. 1).

Prefabricated reinforced concrete 
driven piles

Prefabricated reinforced concrete 
driven piles are known and used in vari-
ous types of construction in Poland for 
many years. Their use is determined by 
the following advantages:

execution speed, from 200 to 350 m 
piles per day using piling machine;
considerable pile length, using com-
bined piles up to 50 m;

–

–

easy adaptation of the current length 
to local soil conditions;
possibility of ongoing control by 
measuring the momentum and veri-
fying the depth into the ground;
possibility of ongoing control using 
dynamic formulas and dynamic 
tests;
possibility of making inclined piles 
in a large inclination range.
Wide use of prefabricated piles is 

possible thanks to a wide range of cross-
-sections, from 20 × 20 to 45 × 45 cm 

every 5 cm, respectively, and different 
lengths (Gwizdała, 2010).

Pipe steel piles

Steel piles are most often used in 
hydrotechnical construction, marine and 
bridge construction. Made of closed or 
open steel pipes with diameters from 
400 to 2,500 mm. Recently, they have 
very often been used to build offshore 
wind turbines foundation as monopiles 

–

–

–

–

FIGURE 1. Classification of displacement piles
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with diameters of up to several meters 
(Fig. 2).

Steel profile piles, combined elements

Sometimes there ate used steel 
piles from sheet piling walls and sec-
tions. Combined piles can transmit ver-
tical forces, but above all significant 
bending moments. These solutions have 
been successfully used for many years 
on the Polish coast for hydrotechnical 
and marine construction.

Wooden piles

Wooden piles are the oldest type of 
displacement piles. Properly applied, they 
are an economic and safe way of founding 
objects, as evidenced by the numerous hi-
storic buildings founded on piles. The ad-
vantages of wooden piles include:

low material cost;–

durability in optimal conditions over 
100 years (under water);
resistance to stray currents;
do not require corrosion protection;
are driven using typical pile driver 
equipment.

Plastic piles

In the face of growing environmen-
tal concerns, new products made of recy-
cled plastic or vinyl are appearing on the 
market. Among these products are also 
piles and sheet piles. The advantage of 
the material is that it can be processed 
with standard tools for wood and metal. 

The material from which they are 
made is characterised: 

waterproofing;
resistance to rotting and corrosion;
no reaction with water and soil; 
resistance to chemicals, salt and sea 
water.

–

–
–
–

–
–
–
–

a b c 

  
d e f 

  
FIGURE 2. Types of piles: a – prefabricated reinforced concrete piles (photo by K. Gwizdała); b – pipe 
piles (photo by K. Gwizdała); c – steel profile piles (©Thyssen Krupp); d – wooden piles (photo by 
K. Gwizdała); e – plastic piles (©Akerpol.pl); f – disc screw pile (©sw.birmiss.com)
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Screw piles

The technology consists in screwing 
a pipe with a screw-shaped spiral into the 
ground. To make it, pipes with high resis-
tance to torsional moments caused by 
significant forces needed to sink are re-
quired. Another solution in this subgroup 
are disc-shaped bolt piles, designed to 
carry low loads, consisting of perches 
and spiral carriers. The advantage of this 
design is the possibility of increasing the 
length of piles by adding more segments. 
The load-bearing capacity of the pile 
can be increased by injecting it through 
a rod. The piles reach a load capacity of 
up to 500 kN.

Vibro, Vibrex and Franki piles

Vibro, Vibro-Fundex, Vibrex piles 
are fully displacement piles made in the 
ground, without bringing the ground to 
the surface. The most commonly used 
shank diameters are 457 and 508 mm, 
the diameter of the lost steel base is lar-

ger and ranges from 500 to 700 mm. En-
larged diameter of the steel shoe causes 
that we get immediately a pile with an 
extended base (Fig. 3a). Pulling the pipe 
out with a vibrator compacts the con-
crete and ensures that the pile shaft is 
well connected to the ground. Vibro-
-Fundex piles are characterized by very 
favourable characteristics, i.e. high load 
capacity for small settlements. Franki 
piles are one of the oldest deep foun-
dation techniques. After some modifi-
cations, this technology is still used 
today with great success. The diameter 
of a steel pipe usually ranges from 500 
to 600 mm, length from 12 to 20 m. The 
steel pipe is driven into the interior with 
a dry concrete plug using a free fall tup 
insert. Knockout of the cork with a ram-
mer causes the formation of an enlarged 
base (Fig. 3b), and successive lifting of 
the steel pipe using a winch with simul-
taneous concrete filling – forming a side-
way well connected with the surrounding 
ground (Gwizdała, 2010).

a b 

FIGURE 3. a – execution of the Vibro pile and steel base (photo by K. Gwizdała); b – Franki piles 
(photo by K. Gwizdała)
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Atlas, Omega, FDP, SDP piles

A subgroup of displacement piles 
made by means of augers of special con-
struction and geometry. The drill is im-
mersed in the ground without a casing 
pipe and excavation of ground material 
to the surface (Fig. 4). Moving the soil 
horizontally to the sides and vertically 
and diagonally at the base causes the soil 
to compact in the immediate vicinity of 
the pile, increase in the horizontal pres-
sure component and generate pore water 
pressure in the soil. Pile diameters usu-
ally range from 400 to 600 mm and 
length up to 30 m. The piles are charac-
terized by high load capacity and small 
settlements, however, they require dril-
ling machines with a sufficiently high 
torque (Gwizdała, 2010).

Capacity of displacement piles

According to the PN-EN 1997-
-1:2008 standard, we distinguish four 
methods of designing pile foundations 
based on: 

the static load test results (SPLT);–

empirical or analytical calculation 
methods;
the results of a dynamic test (DLT);
observations of the behaviour of 
comparable pile foundations.

Interpretation methods for static 
load tests

The only reliable source of verifica-
tion is the static test load carried out for 
subsidence and limit-bearing capacities, 
or to the extent that it allows for their 
precise determination. In the literature 
you can find proposals for methods of 
extrapolation of incomplete Q–s curves, 
which enable the estimation of settle-
ment limits and pile-bearing capacity 
(Gwizdała, 2013). They do not take into 

account such factors as: the way the 
piles are made; the roughness and stiff-
ness of the pile shaft, but only the gen-
eral trend of the Q–s curve. The most 
popular methods of curve extrapolation 
from a static survey include: PN-83/B-
-02482 standard, Gwizdała, Brinch-Han-
sen, Chin, Davisson (Gwizdała, 2013; 

–

–
–

 
FIGURE 4. Drills of screw displacement piles (Gwizdała, 2013)
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Więcławski, 2018), Meyer–Kowalow 
(Meyer & Szmechel, 2012) method and 
many more.

In tests carried out on prefabricated 
reinforced concrete, pipe, wood and pla-
stic piles, which have a smooth surface 
and a regular base surface, “full” settle-
ment curves are obtained. In this case, 
the conventional ultimate limit resist-
ance can be read directly from the graph 
or extrapolated to this value without fear 
of major error. As a verification, a pile 
drive analysis (PDA) can also be used. 
This is not the case with piles formed in 
the ground by means of vibrators, which 
compacts the ground around the side-
walk and with an extended base, as is 
the case with Vibro, Vibrex and Franki 
technology.

The scattering of the minimum to 
maximum load limit value obtained by 
means of different methods of interpret-
ing static loads for Vibro piles is almost 
50%. Recently, Więcławski (2018) pro-
posed an empirical method based on 
more than a hundred real curves from test 
loads for this technology. The condition 
for the application of the method is the 

quasi-linear character of the settlement 
curve resulting from the location of the 
pile base in non-cohesive soils, mainly 
compacted medium and fine sands.

In standard test loads, the result is 
a settlement curve and this is sufficient to 
verify the load capacity of the pile. How-
ever, a common procedure is to determine 
the load distributions for each part of the 
pile. Various extensometer or fiber optic 
systems are used for this purpose for all 
pile technologies. Research of this na-
ture for displacement piles, both precast 
reinforced concrete and ground-based, 
driven and screwed, was popularized by 
Krasiński (Krasiński, 2012; Gwizdała, 
2013; Gwizdała & Krasiński, 2013).

In his research Krasiński used a neo-
strain system, in the form of a chain of 
string extensometers mounted in canals 
inside the pile. The results of the test 
beyond the total settlement curve are the 
friction curves at the side of the pile de-
pending on the depth and the resistance 
curve at the base of the pile. Friction on 
the sidewalk is taken into account in the 
test, depending on the ground layer.

FIGURE 5. a – the Więcławski method of limiting load capacity based on extrapolation of the settle-
ment curve for Vibro piles; b – distributions of the limit load value obtained with different methods in 
relation to the values from the Więcławski method (Więcławski, 2018)

a b 



314 K. Gwizdała, P. Więcławski

Analytical methods 
for determining the value 
of bearing capacity

Assessing the load capacity and settle-
ment of a single pile in complex geo-
technical conditions is a very difficult 
engineering task. They’re determined on 
a basis:

calculations made on the basis of soil 
tests;
correlations, empirical or semi-em-
pirical methods based on field tests 
and static load test results;
methods based on transformation 
functions, determined analytically or 
in model tests;
finite element methods (FEM), bound-
ary element methods (MEB) or other 
matrix solutions.
More and more rarely, methods of 

determining the geotechnical parameters 
of the subsoil on the basis of statistical 
methods and the so called B method 
popular in Poland are used. For design, 
we use the soil parameters from in-situ 
tests with high efficiency, among which 

–

–

–

–

the CPT results are the most important. 
On the basis of the probe measurements, 
we can apply direct methods and esti-
mate the load capacity of the piles. The 
standard PN-EN 1997-1:2008 does not 
impose a calculation method, it pro-
poses to use for example the methods 
from the old German standards DIN 
1054, the Schmertmann method, the 
Dutch method of DeRuiter and Beringen 
(Gwizdała, 2010; Gwizdała, Brzozow-
ski & Więcławski, 2010). The only con-
dition is the application of an appropriate 
calculation approach, which involves the 
selection of appropriate correlation and 
safety factors.

The French method of Bustamante 
and Giasenelli – LCPC and the Gwizda-
ła and Stęczniewski method have been 
used in Poland for years. The popularity 
of the latter results from the definition 
of individual relationships for local con-
ditions and the detailed classification of 
the layout of the subsoil layers, hence a 
specific scheme is used for the calcula-
tions. An additional advantage is that we 
take into account the technology of mak-

FIGURE 6. Interpretation of the static test load with resistance distribution along the side surface and 
under the pile base using the neostrain system (Gwizdała et al., 2013)
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ing piles, for Vibro we have individual 
load capacity coefficients (Gwizdała & 
Stęczniewski, 2004; Gwizdała, 2010).

1
2

, csi
bu c sui

i

q
q q qψ

ψ
= ⋅ =  (1)

where:
qbu – unitary limiting resistance under 
the base of the pile,

cq – average resistance under the probe 
cone at the base of the pile,
qsui – unitary limiting resistance at the 
pile side within the i-th calculation 
layer,

csiq – averaged resistance under the probe 
cone within the layer.
PA = 1.0 MPa.

The prediction of the full load–settle-
ment characteristics is reliable. Such a 
solution is provided by methods based 
on a hyperbolic model of the settlement 
curve, adopted mainly in transformation 
functions, and a complex, linear-expo-
sure model, which reflects with great ac-
curacy the interaction of the ground with 
displacement piles. The transformation 
functions have great practical applica-

tions. They allow for non-linear load–sit-
ting relationships. Functions are used to 
describe the relationship between the re-
sistance at the side of the pile and displa-
cement (t–z curve) and the relationship 
between the resistance under the base of 
the pile and its displacement (q–z curve). 
In the literature there are many items 
containing the description of transforma-
tion functions, among others Gwizdała, 
Vijayvergiya, Van Impe, Randalph and 
Wroth or Hirayama (Gwizdała, 2010). 
Analytical methods are most often com-
bined with transformational functions. 
On the basis of the classical approaches, 
the values of the side and base resistance 
are determined, and using the appropriate 
function t–z and q–z, the possible course 
of the settlement curve is determined for 
the calculated limit resistance and accep-
ted limit settlements (Gwizdała & Kra-
siński, 2016).
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FIGURE 7. Capacity coefficients for Vibro piles in the Gwizdała–Stęczniewski method (Gwizdała, 
2013)
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where:
α, β – function exponent,
zv – pile sidewall displacement at which 
maximum soil friction is mobilized 
qs;max,
zf – displacement of the pile base at which 
boundary soil resistance is mobilized qb;f 
under the base.

The philosophy of direct determi-
nation of the settlement curve based on 
CPT test results is particularly useful for 
the purpose of optimal design and use of 
the load-bearing capacity of piles.

This is opposed to the proposal of 
the Więcławski empirical direct method 
for Vibro piles. The main assumption of 
the method is a two-phase load–setting 
characteristic. This means that there is 

initially a linear displacement which in-
cludes the mobilisation of resistance at 
the side of the pile and then a non-linear 
displacement as a result of exceeding the 
boundary friction and mobilisation of re-
sistance under the base of the pile.

,2 0.022
2

1.17 ln 8.91 (for MSa)

D
c avg

s gn

s

q Ls"
D

Q L

s"
s'

Q

−
⋅

=

= +

 (3)

where:
Qs – load initiating the elasto-plastic 
phase of the pile–soil interaction for 
settlement ss″,
D – piles diameter,
qc,avg – average resistance qc from CPT,
L – piles length,
Lgn – depth of the pile base in medium 
sand,
s′ – initial point of non-linear load–
–settlement function for Q = 0 kN.

The above dependencies (3) are of 
universal character for Vibro piles made 
in soils stratified with a base in medium 
sands throughout Poland (Więcławski, 
2016). Detailed guidelines and relation-
ships for other conditions are presen-
ted in the author’s work. An important 
aspect is that the method can be adapted 
to specific local conditions. An example 
is the adaptation of the method to the 
geotechnical conditions prevailing in 
coastal areas in sea ports in Gdynia and 
Szczecin (Więcławski, 2019).

The method is characterized by high 
accuracy comparable to the methods of 
interpretation of static and dynamic test 
loads.

TABLE 1. Proposed parameters of transformation 
functions

Specification zv α zf β
Driver precast 
concrete piles 0.01D 0.50 0.05D 0.25

Vibro piles 0.01D 0.25 0.05D 0.25
SDP, SDC, 
CMC

10 
mm 0.38 0.1D 0.38

FIGURE 8. Idea of the Więcławski method and 
correlations to determine the settlement curve for 
Vibro piles in medium sands (Więcławski, 2016)

s. 
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Conclusions

The displacement piles allow for ra-
tional and economic execution of deep 
foundation in any soil conditions (Bilisz-
czuk, 2019). It’s affecting it:

greater control of the piling process 
than in the case of drilled piles;
immediately after piling, the next 
works can be started, without wait-
ing for the concrete to set, which 
generally speeds up the foundation 
works;
the displacement piles technology 
does not require excavation, storage 
or removal of soil from the excava-
ted material, which is cumbersome 
in the case of drilled piles and weak-
-bearing soil (especially in built-up 
areas).
Recent calculation methods make 

it possible to precisely assess the inter-
action between piles and the ground 
centre. The trend of forecasting the full 
characteristics of the Q–s pile affects 
the development of design methods, the 
main criterion of which is settling. This 

–

–

–

approach allows the full potential of the 
pile structure to be exploited for load-bear-
ing purposes. Displacement piles are 
able to carry significant vertical and 
horizontal loads, which are influenced 
by changes in the state of stress in the 
ground, resulting from their technology.
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Summary

Displacement piles – classification 
and new methods for the calculation of 
bearing capacity. The paper presents tech-
nological changes concerning not only the 
method of construction, but also the materi-
als used. Another aspect is the methods of 
calculating the load-bearing capacity and 
settlement of piles. With acceptance for use 
the PN-EN:1997-1:2008 standard in 2010, it 
was necessary to change the approaches ap-
plied that based on many years of experience 
and tradition. The best method in this case is 
to forecast the full load-settlement character-
istics. On the basis of the collected data, 
a comparative analysis of particular displace-
ment piles technologies was made. The use-
fulness of individual methods of load-bear-
ing capacity calculation depending on the 
pile technology was determined.
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Northern Iraq

Introduction

Hydrological systems are critically
important for maintaining vital water sup-
plies, which alarmingly deplete every 
day. Suitable structures are necessary to 
maintain permanent or seasonal vapor 
surface runoff or basic flow. This water 
is used for improving soil moisture avail-
ability, recharge the groundwater, circum-
vent extreme runoff, and assistance in 
flood control in the inferior catchment. 
Such structures are responsive, depend-
ing on these parameters, to variations in 
geotechnical and hydrological parame-
ters through the intact rock properties, 
discontinuities features, location, slopes 
of land, type of soil, rainfall and land 
cover.

Bandawaya village is about 40 km 
northwest city of Mosul, beside the vil-

lage a permanently flowing stream, the 
stream formed from Duhok mountain 
in the north passing the village and later 
pouring in Mosul dam reservoir, as 
shown in Figure 1. The good amount of 
water flowing in the stream is from run-
off in the rainy season and/or from springs 
in even dry season (summer), as shown 
in Figure 2A. At the middle length of this 
stream the cross-section of the valley is 
contracted at the plunges of Alquosh and 
Dahkan anticlines. This contraction is 
the study area, and looks a good place 
for dam construction from the first view.

Geomorphologically, the region of 
the meandering stream valley generally 
extends from north to south. The high of 
the west bank is approximately 120 m, 
and the east bank is approximately 80 m 
(Fig. 2B).

The topographical, hydrological, and 
geological parameters should be well 
given in the advancement of site selec-
tion for the performance of the dam safe-
ty guarantee. The seven sections of the 
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code of practice will be applied to the 
qualification of the site (BS 5930, 2009). 
These sections include primary factors, 
ground studies, field observations, la-
boratory experiments, soil and rock de-
scriptions, reports, and interpretations 
(BS 5930, 2009). Khan (1992) explained 
that small barriers are built over exist-
ing rivers for the processing and storage 
of the rivers from the catchment. In the 
1992 environmental restoration of de-
grade areas, the 13.5-meter high earthen 
dam installed in the undulating region of 
the Relmajra village – the Nawashahar 

District was studied, with a potential for 
introducing a region of approximately 
25 ha of additional irrigation to that dam 
(Samra, Bansal, Sikka, Mittal & Agniho-
tri, 1995).

The objective of this study is to 
qualify and evaluate the geotechnical 
and hydrological characteristics of the 
Bandawaya stream valley, since wa-
ter behind this dam can be restricted 
and used in agriculture and energy pro-
duction. Furthermore, aimed to con-
serve the excellent water quality and 
good quantity in this valley and not allo-

 
FIGURE 1. The location of the study area with the stream spilling in Mosul dam reservoir

FIGURE 2. Bandawaya stream valley: A – water quantity in the summer season (photo by Azealdeen 
Al-Jawadi, 03.08.2018); B – view of proposed site dam
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wed it to spill into Mosul dam reservoir, 
the access to the goal is constructing a 
dam in the gorge of Bandawaya.

Geological setting

The study area is the gorge of Banda-
waya in a stream valley between the two 
plunges; western Alquosh anticline and 
eastern Dahkan anticline (Fig. 3). Single 
plunge anticlines are both Alquosh and 
Dahkan. For Pila Spi Formation (Middle-
-Upper Eocene), the lithology of limesto-
ne, dolomitic limestone, or dolomite is 
dominant for the stream valley and some-
times for the formations Fat’ha (Middle 
Miocene) and Injana (Upper Miocene), 
marl, sandstone, and claystone (Jassim 
& Goff, 2006). Slope deposits are mild-
ly cemented; rock fragments, sand, and 
silt, surround both anticlines and create 
deposits in the valley (Fig. 3). Structur-
ally, a horizontal bed plane parallel to the 
mainstream valley trend represents the 
bedding strike, and beds dipping from 
10 to 15° to the east bank (Fig. 2). Tec-
tonically, the study area is located in the 
Mosul High of Chemchemal – Butmah 
sub-zone within the Low Folded Zone 
that comprises of a wide, low amplitude, 
gentle folding series (Fouad, 2015). Tec-
tonically, in the Mosul High sub-zone 

of Chemchemal – Butmah, in the Low 
Folded Zone, the study area is comprised 
of a wide, low amplitude, gentle folding 
range.

Methodology

Geotechnical studies

The field geotechnical study is in-
cluding define rock type, strength, and 
weathering, discontinuity attitude, per-
sistence, spacing, openness, filling ma-
terials, and ends. For the protection of 
dams and the stability of the area around 
the dam and reservoir, geological do-
cumentation is important (Szafarczyk, 
2019). Rock types vary between lime-
stone, dolomitic limestone, dolomite, 
and somewhere marly limestone. The 
uniaxial compressive strength is estima-
ted by using Schmidt hammer type N, 
which be better than L type to determ-
ine the strength based on weathering 
grade (Basu, Celestino & Bortolucci, 
2009). Weathering classifies into five ca-
tegories, from micro fresh state to com-
pletely decomposed state (ISRM, 1980; 
Williamson & Kuhn, 1988; Hoek & 
Bray, 2005; Basu et al., 2009; BS 5930, 
2009; Cabria, 2015). Numerous weath-
ering and weathering indices have been 

FIGURE 3. Geological map of the study area (Sissakian & Fouad, 2015)
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developed for quantifying the conse-
quence of weathering for engineering 
properties of rocks. The geotechnical in-
vestigation for discontinuities is compris-
ing discontinuity attitude that scaled by 
Silva compass for bedding planes, major 
two systematic sets of joints, and a ran-
dom set of joints. Persistence, spacing, 
and openness are measured by scale tape 
for each set of discontinuities. Due to the 
importance of filling materials, they are 
classified into stronger and weaker than 
host rock; their types are clay, soil, rock 
fragments, and calcite. Finally, the ends 
of discontinuities are not visible unless 
at the boundaries of outcrop that cov-
ered by soil. Consequently, geotechnical 
parameters have been selected in detail 
for the proposed site of the dam. These 
previous parameters help the engineers 
to evaluate the rock mass according to 
the most of classification systems such 
as Q-System, rock mass rating (RMR), 
geological strength index (GSI), and 
rock mass index (RMi).

Hydrological studies

The methodology proposed is based 
on site selection criteria. The favorate site 
for any dam is a position where a wide 
valley with high walls lead to a small ca-
nyon, with stubborn walls, which leads 
to a reduction of earthwork and cost. The 
location is prepared through visual in-
terpretation of satellite images (LAND-
SAT 8, 2013) data. Digital elevation mo-
del (DEM) has been prepared based on 
the Shuttle Radar Topography Mission 
(SRTM) with 30-meter resolution data 
from the United States Geological Sur-
vey (USGS). The DEM data is used for 
extracting the watershed boundary. The 
delineation of the watershed boundary, 

catchment area, generating slope drain-
age pattern and stream ordering based 
on Strahler method, etc. all were carried 
out using Arc Gis Ver. 10 software. The 
morphological and areal data prepared 
from the Watershed Modeling System 
(WMS) Ver. 7.1 software. Depending 
on the data available length and height 
of the proposed dam were determined. 
Also area of the reservoir, the volume of 
storage verse fixed interval elevation at 
specific dam height was determined. The 
shape of the reservoir formed upstream 
the proposed dam carried out by Global 
Mapper Ver. 13 software.

Results and discussion

Geotechnical results

Since the rocks in the study area 
carbonate, so the strength is forecasting 
high. The uniaxial compressive strength 
of these rocks is ranged between 49 and 
103 MPa that classified strong in ge-
neral (Hoek, Marinos & Benissi, 1998; 
Marinos & Hoek, 2000). The higher 
compressive strength rocks; more than 
65 MPa are cited in grade fresh and slight-
ly weathered, while the others classified 
as moderately to highly weathered (Tab-
le 1). There are good relations between 
the strength and degree of weathering 
(Basu et al., 2009). For any engineering 
project, discontinuity characteristics are 
an important geotechnical investigation. 
Spacing and orientation are reflecting the 
block size and shape. In the study area, 
the block size ranges 0.5–5.25 and the 
shape is regular, i.e. cubic and orthogo-
nal. These characteristics are reflecting 
a good rock quality designation (RQD) 
that is very good for dam sites; it is fore-
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cast permeability and shear strength (Ra-
stegarnia et al., 2019). Values of RQD 
are calculated from the volumetric joints 
count (Jv) values (Palmstrom, 1982). 
Using of modified blockiness evaluation 
method shows that rock mass is classi-
fied as slight-blockiness (Chen, Yin & 
Niu, 2018). The mainly worldwide clas-
sification systems used are Q-System, 
RMR, GSI, and RMi, which are pub-
lished by Barton, Lien and Lunde (1974), 
Bieniawski (1989), Palmstrom (1995), 
and Marinos and Hoek (2000). All these 
systems estimate the rock mass quality 
quantitatively and estimate the sufficient 
support of rock mass (Palmstrom, 2009). 
For various engineering projects, rock 
mass classification systems have been 
used to understand the conditions and 
determine the rock mass quality (Singh 
& Thakur, 2019). The general classi-
fication of the site is good: Q = 35.8, 
RMR = 69.3, GSI = 71.4, and RMi = 7.3 
(Table 1), which means a high value of 
rock mass compressive strength (σcm). 

There are some zones with low thickness 
classify as fair, these zones can be treat 
before construction. According to repre-
sentative elementary volume (REV), the 
consequence of these small zones to the 
rock mass characteristics is neglected as 
the scale of the dam site (Xia, Zheng & 
Yu, 2016; Wang, 2017). However, the 
presence of this weak zone and its thick-
ness, which does not exceed 10 cm, may 
affect the upper rock beds and reduce 
their strength, as illustrated in Figure 4.
Therefore, it is recommended to treat
such beds with real treatment before 
starting any construction work because 
their impact extends to several meters as 
shown in zone B in Figure 4. For the Da-
niel-Johnson dam in Canada, the structu-
ral faults, particularly joints, of the rock 
mass, needed severe attention during the 
construction of the dam. These surveys 
used to determine the classification of 
rock masses to allow the evaluation of 
the quality of rock mass and the measure-
ment of joint openings. When an RMR 

TABLE 1. Geotechnical characteristics of the dam site

Bed Lithology Thickness 
[cm]

Degree of 
weath-
ering*

Unit 
weight 

[kN·m–3]

Estima-
ted UCS** 

[MPa]

Rock mass classification

Q RMR GSI RMi

1 Dol. Lst. 120 III 22.87 56.8 38 73 68 7
2 Dol. Lst. 60 III 23.03 61.7 38 75 69 6
3 Dol. Lst. 40 III 23.41 67.5 39 75 71 7
4 Dol. Lst. 60 II 23.24 77.9 40 75 71 7
5 Dol. Lst. 60 IV 22.53 52.4 34 68 65 8
6 Dol. Lst. 40 IV 22.33 58.0 34 67 62 7
7 Dol. Lst. 40 IV 22.34 58.2 34 68 60 6
8 Dol. Lst. 80 II 22.27 65.3 38 66 62 7
9 Dol. Lst. 70 II 22.26 67.5 38 63 68 8
10 Mar. Lst. 10 III 22.12 50.3 34 62 67 0.8
11 Dol. Lst. 100 IV 23.01 63.5 36 65 70 8
12 Dol. Lst. 100 III 22.89 65.1 35 63 73 9
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assessment of the rock mass classific-
ation is used, it is possible to suggest 
certain values for the deformation mod-
ule of the rock mass (Quirion, 2015). 
Therefore, good rock mass refers to safe 
dams.

Hydrological results

For satellite images of the study area 
a catchment area was used of the pro-
posed dam from the SRTM DEM and the 
area of interest (AOI). DEM, drainage 
pattern, satellite image maps of the stu-
dy shown in Figures 5, 6 and 7. Impor-
tant linear and arial parameters and fea-

tures such as basin area, perimeter, 
basin length, shape factor, sinuosity 
factor, etc. have been calculated. The 
drainage patterns of the watershed are 
dendritic with fourth-order streams. The 
details of various morphometric parame-
ters in this study are shown in Table 2. 
With fourth-order flow stream, the water 
drainage patterns are dendritic. Table 2 
displays the descriptions of the different 
morphometric parameters for this study.

The maximum and minimum eleva-
tion in the watershed 1,336; 431 m a.s.l., 
respectively, and the watershed covers 
115.64 km2. Depending on the site to-
pography and dam height, the accessible 

TABLE 1 cont.

Bed Lithology Thickness 
[cm]

Degree of 
weath-
ering*

Unit 
weight 

[kN·m–3]

Estima-
ted UCS** 

[MPa]

Rock mass classification

Q RMR GSI RMi

13 Dol. Lst. 60 III 22.76 60.2 38 62 78 8
14 Dol. Lst. 100 I 23.74 71.7 41 70 79 8
15 Dol. Lst. 100 I 23.43 76.1 41 71 82 10
16 Dol. Lst. 60 I 23.91 70.2 40 68 79 7
17 Bre. Lst. 70 IV 21.32 48.7 22 55 54 0.8
18 Dol. Lst. 1 000 II 22.01 68.6 38 66 72 7
19 Dol. Lst. 70 III 22.74 62.8 34 65 73 8
20 Dol. Lst. 70 IV 22.32 62.7 36 65 69 6
21 Dol. Lst. 70 III 22.96 62.9 36 65 63 6
22 Dol. Lst. 70 III 22.31 62.7 36 63 60 5
23 Dol. 200 I 23.89 103.1 43 82 87 15
24 Dol. Lst. 170 I 22.95 72.5 40 81 83 11
25 Dol. Lst. 100 I 22.73 69.7 40 80 81 6
26 Dol. 200 I 23.67 98.6 40 85 83 12
27 Dol. 200 I 23.77 74.7 39 79 81 9
28 Mar. Lst. 150 IV 22.81 58.7 36 64 68 6
Total thickness 3 470 mean 22.84 66.7 35.8 69.3 71.4 7.3

*Classification according to ISRM (1980), Williamson and Kuhn (1988), Hoek and Bray (2005), Basu 
et al. (2009), BS 5930 (2009), Cabria (2015). 
**Estimated from the Schmidt hammer type N.
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storage capacity of a reservoir depends. 
At that specific location and the cross-
-section of the valley, three scenarios 
were assumed to the dam height 450, 
460, 470 m a.s.l., the length of the dam, 

area of the reservoir upstream the dam, 
volume of storage at each height are de-
fined as shown in Table 3. These para-
meters (storage capacity, water spread 
area at different elevations) are used to 
generate indexes based on the primary 
parameters combination. The ratio be-
tween the average storage volume (mean 
V) and the mean surface area (mean A) 
at the specific elevation is calculated to 
determine the index (mean d) of the eva-
poration losses, (0.0104, 0.0107, 0.0089) 
are the index (mean d) at each elevation.

The form of the reservoir, of course,
will affect the amount of water lost 
during the evaporation progression. 
A narrow and deep reservoir would have 
slightly less loss of evaporation than 
a shallow reservoir abroad. The surface 
area of water and water depth are the 
major factors associated with the evapo-
ration process. The metrological factors, 
however, are “e.g. Relative humidity, 
precipitation density, wind speed and 
temperature” are mostly the same and 
have a minor impact. Therefore, in the 

FIGURE 4. Rock mass classification of the pro-
posed dam site

FIGURE 5. The DEM of the study area
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FIGURE 6. The drainage pattern with stream order of study area

 
FIGURE 7. The satellite image with the drainage pattern of the study area

TABLE 2. The morphometric and areal characteristics for the proposed dam watershed

Parameter Value Parameter Value
Basin area 113.64 km2 Mean basin elevation 743.18 m
Basin slope 0.1813 Max flow distance 25 027 m
Basin lengths 18 164 m Max stream length 23 910 m
Perimeter 78 231 m Max stream slope 0.021 m·m–1

Shape factor 2.9 Distance from centroid to stream 59.0 m
Sinuosity factor 1.32 Centroid stream distance 12 243 m
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assessment of the current study, the area 
of water surface and the depth of water 
were regarded. The shape of the reservoir 
formed upstream of the dam at elevation 
470 is shown in Figure 8. The important 
factor affecting the construction of a dam 
is cost construction, so the earthwork de-
pends on the cross-section and length of 
the dam, the least length is the best. The 
length of the proposed dam as measured 
from contour data is 66, 190, 373 m re-
spectively, the surface area and length of 
the reservoir also calculated as shown in 
Table 4.

The important factor affecting the 
construction of a dam is cost construc-
tion, so the earthwork depends on the 
cross-section and length of the dam, the 
least length is the best. The length of the 
proposed dam as measured from contour 
data is 66, 190, 373 m respectively, the 
surface area and length of the reservoir 
also calculated as shown in Table 4.

An important aspect of any hydro-
logical study is the definition of the 
curve of storage capacity with levels. The 
storage capacity at dam elevation 450, 
460, 470 m is 640,764.41; 3,429,787.74; 

FIGURE 8. The shape of the reservoir formed upstream the proposed dam 470 m with cross section

TABLE 3. The storage capacity at elevation 450, 460, 470 m a.s.l. for the dam watershed

No
Dam elevation 450 m a.s.l Dam elevation 460 m a.s.l. Dam elevation 470 m a.s.l.
elevation storage elevation storage elevation storage

1 438.50 0 435.50 0 435.50 0
2 439.65 54 121.75 437.95 58 750.58 438.95 100 766.15
3 440.80 86 879.65 440.40 179 456.32 442.40 319 745.59
4 441.95 126 046.7 442.85 357 488.39 44585 638 066.92
5 443.10 179 456.32 445.30 578 248.15 449.30 1 043 980.03
6 444.25 236 782.65 447.75 856 334.23 452.75 1 564 901.85
7 445.40 306 927.28 450.20 1 162 905.45 456.20 2 322 428.28
8 464.55 395 587.25 452.65 1 545 674.39 459.65 3 315 135.07
9 447.70 487 095.73 455.10 2 053 955.94 463.10 4 597 678.06
10 448.85 585 369.43 457.55 2 682 409.13 466.55 6 358 281.65
11 450.00 640 764.41 460.00 3 429 787.74 470.00 8 590 763.41
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TABLE 4. Length of the dam and reservoir with the storage according to the area of the reservoir at 
different heights

No Elevation
[m a.s.l.]

Area of reservoir 
[km2]

Volume of storage 
[m3]

Dam length
[m]

Length of 
reservoir [km]

1 450 123.6 1 286 007 66 9 09.5
2 460 319.8 3 429 788 190 1 150
3 470 962.9 8 590 763 373 2 750
4 480 1 890 573.6 – 469 3 238
5 490 3 293 661.4 – 541 4 856
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FIGURE 9. Storage at elevations 470, 460, and 450 m a.s.l. respectively
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8,590,763.41 m3 respectively, the plotted 
curves shown in Figure 9. Table 2 shows 
the storage at equal intervals for each 
height.

Conclusions

The proposed dam site is good geo-
technically according to the categories 
of rock mass classification. The stream 
valley is narrow, meandering with the 
two significant joints, resulting in high 
dam stability and low construction costs. 
The lithology consists of limestone, do-
lomite, dolomitic limestone, and some-
where marly limestone, with no karstic 
or caves indication, nevertheless some 
pores not exceed 5 cm in diameter. For 
the proposed heights, the basement and 
the shoulders of the dam are appropri-
ate with a high value of σcm. Because 
of its excellent spacing, close openness 
and presence of marl and calcite as fill-
ing materials between adjacent walls, the 
water is being little filtrated from the re-
servoir following the discontinuity fea-
tures. Finally, the suggested dam site is 
very significant concerning hydrological 
and geotechnical characteristics.

According to its distinct enginee-
ring requirements, the hydraulic study 
has shown that the proposed position of 
the dam is very good. The site is distin-
guished by its narrow valley, its cliffs and 
rock hardy heights and the abundance of 
water that flows all seasons. The site has 
an important characteristic.The availab-
ility of suitable geotechnical and hydrau-
lic resources is one of the difficulties that 
engineers face in selecting the dam sites, 
but the current situation is characterized 
by both.
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Summary

Qualifying the geotechnical and hy-
drological characteristic of the Bandawaya 
stream valley – Northern Iraq. In northern 
Iraq, countless non-abuse stream valleys can 
be used to store water for a variety of pur-
poses; domestic, supplementary irrigation, 
and recharging groundwater. Bandawaya 
is one of the stream valleys, which form 
the first perspective has excellent quality. 
The location of the suggested dam has been 
evaluated by hydrological and geotechnical 
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studies. Geotechnical studies included mea-
surement of all the parameters related to the 
rock mass classification for evaluation based 
on four classification systems, which are the 
Q-System, the rock mass rating (RMR), the 
geological strength index (GSI), and the rock 
mass index (RMi). The classification results 
indicated that the rocks of the valley are 
good for constructing a dam on them, with 
some weak zones that may affect the integri-
ty of the dam, which the study recommended 
treating before starting the construction of 
the dam. According to preliminary studies 
on different dam’s heights the qualification 
demonstrates an excellent choice of the site. 
Four stream orders are recognized, dendri-
tic pattern in the southern part of the water-
shed, and trellised in the northern part. Three 
heights assumed to the proposed dam 450, 
460, 470 m a.s.l. with 640,764; 3429,787; 
8,590,763 m3 storage capacity respectively. 
According to the Q-System, the RMR, the 
GSI, and the RMi, the rock mass of the study 
area is evaluated. The findings illustrate the 
excellent selection by geotechnical, hydro-
logical, and engineering features of the dam 
place.
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Introduction

Reverse osmosis (RO) is a wide 
spread technique used to supply potable 
water from seawater and brackishwa-
ter. There are different types of mem-
branes used in RO structure such as; mi-
cro porous, symmetric, non-porous sym-
metric, asymmetric and thin film com-
posite (TFC). Most companies synthesis 
TFC membranes that have a lot of ad-
vantages including durability with long 
lifetime in spite of sensitivity to chlor-
ine (Bouchareb et al., 2019). Membrane 
life is an important factor to determine 
the economic efficiency of RO systems 
(Metcalf & Eddy et al., 2007). Process 
of RO has simple design, easy operation, 
and able to remove organic and inor-
ganic pollutants. Therefore, RO is more 
environmentally friendly option (Garud, 
Kore, Kore & Kulkarni, 2011; Al-Hot-

mani, Al-Obaidi, John, Patel & Mujtaba, 
2020). The most disadvantages of RO in-
clude the requirement for high pressure 
and adding of chemicals against scaling 
and fouling.

A number of researchers have evalua-
ted the performance of RO process based 
brackishwater desalination as follows.

Makki (2009) studied the perfor-
mance of RO in Dura – Iraq power sta-
tion. The study examined RO with TFC 
membrane constructed as spiral wound 
module, and concluded that TFC mem-
brane has higher productivity and dur-
ability to chemicals with TDS removing 
percentage reached 96%.

El-Harrak et al. (2013) evaluated the 
performance of RO process for irrigation 
purpose in Dokkala – Morocco. The re-
sults showed that the performance of RO 
system decreases after few months. The 
study included illumination of chlorine 
and sodium bisulfate for the feed water.

Al-Bayati (2015) outlined the effi-
ciency of five brackish water desalina-
tion plants for drinking purpose at Sa-
lahaldin province – Iraq. The research 
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included examination of 17 samples of 
well water and more than 17 parameters 
for each sample were analysed. The re-
search concluded that the permeate wa-
ter were within the permissible standards 
and the TDS removal percentage reached 
98.18%.

Abdel-Fatah, El-Gendi and Ashour 
(2016) studied a RO system which has 
flush cycle for the treatment of saline 
water in Cairo University – Egypt. The 
study showed that the resulted water has 
low concentration in TDS which equals 
to 100 ppm while the feed water concen-
tration exceeds 10,000 ppm.

Al-Jlil (2017) studied the reduction 
of TDS concentrations from wastewa-
ter using Nano Filtration NF and RO in 
Saudi Arabia. The study found that RO 
removes mono valent ions such as Cl– 
reaching rejection efficiency 94.4 %.

Haider (2017) evaluated the brack-
ishwater at each component of RO sy-
stem in Buraydah, Qussim – Saudi 
Arabia during the year 2016. The re-
search used fuzzy AHP to extract the 
weights of five main variables and fuzzy 
weighted sum method to evaluate the 
average monthly performance. The re-
sults showed high performance of the 
system and meets drinking water limits.

Bouchareb et al. (2019) outlined 
the RO performance which have TFC 
membrane type (TW30-2540) for desali-
nation brackish water at Alpine region in 

the north of Algeria. The results showed 
that this type of membrane has less cost 
and high rejection efficiency reaches 
97% of salts.

The study aims to assess the perfor-
mance of four RO stations at different 
sites within Al-Mahalabea area in 
Nineveh governorate – Iraq. Besides, a 
ranking of RO stations performance is 
conducted according to their rejection 
efficiency (at zero time of operation and 
after ten weeks of operation) by using 
the SAW and the TOPSIS techniques, 
and identifying the higher removal per-
centage parameters. The collected data 
of the feed water can be used as a feed-
back for groundwater quality database 
for Nineveh governorate.

Material and methods

The studied area

The studied area is located about 
35 km south west of Mosul city. Its area 
is about 888 km2. Table 1 illustrates the 
names of RO stations’ sites. Also, the 
locations of the RO stations can be seen 
in Figure 1.

The components of used RO stations

The studied RO system is consisted 
of the following components; working 
pressure pump (4 bar), flow rate gage, 

TABLE 1. Reverse osmosis stations within the studied area

RO station Site name Longitude Latitude Management
RO1 Ain Alwah, 420°37′08″ 360°14′16″ specialized environmental crew
RO2 Misherfa Altaha 420°48′20″ 360°05′15″ specialized environmental crew
RO3 Ghiziel 420°40′34″ 360°02′39″ untrained labours
RO4 Misherfa 42°52′42″ 36°11′57″ untrained labours
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pH gage, TH gage, pH equalization de-
vice, in addition to chemical cleaning 
system. Feed water flow rate capacity is 
18 m3·h–1.

Pretreatment system includes the 
following components; tanks of re-
claimed water, sand filter, activated car-
bon filter, cartridge 5–10 μm. Perme-
ate capacity is 10 m3·h–1. Model of RO 
is Trust CRO-8/12 and the membrane 
model is AG-8040, noting that all the sta-
tions have the same model. The membra-
nes brand name is GE Desal (USA). The 
diameter and length of the membrane is 
8 and 40 inches respectively. The post-
treatment system includes the following 
units: UV unit, in-line storage tanks and 
ozone unit. Schematic diagram of the 
studied RO station and the units of the 
pre and post treatment of groundwater is 
explained in Figure 2.

Methodology

The studied parameters

Two groups of samples were taken 
from feed and permeate water and ana-
lysed into two periods: the first is at zero 
time of operation, while the second pe-
riod occurred after 10 weeks of opera-
tion (this period was the recommended 
period used by the supplied company).

A number of parameters were labo-
ratory analysed for each sample and then 
compared with local and international 
standards and examined according to stan-
dard methodology (APHA, 2005) in the 
laboratory of the college of the Environ-
mental Sciences and Technology, Mosul 
University – Iraq, as in Table 2. The stu-
died parameters are; TH, SO4, TDS, TA, 
Mg, Ca, Cl, Na, pH, turbidity and NO3.

FIGURE 1. The studied area and locations of the operating RO stations
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Methods used to determine RO stations 
performance

Two methods are used to determine 
RO stations performance: the Simple 
Additive Weight (SAW) and the Tech-
nique for Order of Preference by Simila-

rity to Ideal Solution (TOPSIS). As fol-
lows a summary of each method.

The SAW method is firstly used by 
(McDuffie & Haney, 1973). This method 
recaps the studied parameters values in 
one index. A relative weight (wi) is given 

FIGURE 2. Schematic diagram of RO station and its components

TABLE 2. Local and international GWQ standards

No Parameter Unit
Environmental 

Protection Agency 
(2004)

World Health 
Organization 

(2003)

National standards 
(IHM, 2001)

1 TH mg·l–1 as CaCO3 500 100–500 100–500
2 SO4 mg·l–1 400 – –
3 TDS mg·l–1 1 000 500–1 500 500–1 500
4 TA mg·l–1 as CaCO3 200 – 125–200
5 Mg mg·l–1 150 30 50–150
6 Ca mg·l–1 200 75 75–200
7 Cl mg·l–1 600 – 200–250
8 Na mg·l–1 200 20 200
9 pH – 6.5–8.5 6.5-8.5 6.5–8.5
10 turbidity NTU 5 5 5
11 NO3 mg·l–1 10 10 50
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to each parameter depending on its im-
portance. Sum of these relative weights 
must equal 1. The quality rating (qi) is cal-
culated by equation: qi = (Ci / Si) · 100, 
where Ci refers to the concentration of a 
certain parameter, Si is the depended val-
ues limits. Sub-index (Sli) of a parameter 
is calculated by multiplying the wi by qi. 
Index value is gained from summation of 
sub-indices which has five ranges: excel-
lent 0–25, good 26–50, poor 51–75, very 
poor 76–100, and unsuitable > 101 (Af-
shari, Mojahed & Yusuff, 2010; Al-Oze-
er & Ahmed, 2019).

The TOPSIS method is a mathema-
tical method used in ranking the alterna-
tives. It is a goal-based decision making 
technique for finding the alternative that 
is closest to the ideal solution (Behzadian, 
Otaghsara, Yazdani & Ignatius, 2012; Ta-
hyudin, Rosyidi, Ahmar & Haviluddin, 
2018). In this study, this method is used to 
rank the performance of four stations.

The main steps of the TOPSIS 
method can be summarized as follows 
(Tsaur, 2011):
Step 1: Input decision matrix as in Table 
3, where Xi,j represents the feature value, 
where: i = 1, ..., M and j = 1, …, 7.

Step 2: Normalized a decision matrix, as 

in ,
, 2

1,11 ( )

i j
i j

n

i

x
R

x=

= .

Step 3: Wj (the weights), noting that, the 
values of the weights which are inserted 
in the two methods are the same, and 
these weights are determined according 
to the importance of each parameter.
Step 4: Construct the weighted normal-
ized matrix (Vi,j) by multiplying each co-
lumn by Wj.
Step 5: The highest value in the column 
Vj

+.
Step 6: The lowest value in the column 
Vj

–.
Step 7: Determined the S+;

2
,1( )m

i j jj
S V v+ +

== −

Step 8: Determined the S;

2
,1( )m

i j jj
S V v− −

== −

Step 9: Calculate closeness to ideal solu-
tion (Ci); Ci = Si

– / (Si
+ + Si

–).
Step 10: Rank all sites according to the 
results of Step 9.

Results

Data of feed and permeate water in 
two periods and the calculated rejection 
R efficiency are tabulated in Tables 4, 5, 
6 and 7. The rejection R is calculated by 
the formula %R = (1 – P / F) · 100%, 
here F and P represent feed and perme-
ate water concentrations.

TABLE 3. Matrix of parameters and alternatives used in the TOPSIS

Wj 0.15 0.12 0.12 0.1 0.1 0.1 0.1 0.06 0.05 0.05 0.05
Parameter TDS Mg Ca Cl NO3 SO4 TH turbidity pH Na TA

Site 1 X11 X12 X13 X14 X15 X16 X18 X19 X110 X111 X112
Site 2 X21 X22 X23 X24 X25 X26 X28 X29 X210 X211 X212
Site 3 X31 X32 X33 X34 X35 X36 X38 X39 X310 X311 X312
Site 4 X41 X42 X43 X44 X45 X46 X48 X49 X410 X411 X412
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TABLE 4. Rejection values of RO1 parameters

After 10 weeks) At zero time
Unit Parameter

%R P F %R P F
92.3 154 2 019 94.7 105 2 010 mg·l–1 as CaCO3 TH
95.7 78 1 812 96.2 67 1 800 mg·l–1 SO4

90.5 226 2 400 91.8 228 2 800 mg·l–1 TDS
51.4 68 140 70.1 40 134 mg·l–1 as CaCO3 TA
92.3 26 340 92.0 26 326 mg·l–1 Mg
90.4 24 250 92.2 21 269 mg·l–1 Ca
55.5 16 36 60.0 12 30 mg·l–1 Cl
58.6 12.4 30 61.8 10.3 27 mg·l–1 Na

– 7.1 7.3 – 7 7.2 – pH
90.0 0.28 2.8 95.7 0.2 4.75 NTU turbidity
89.2 0.97 9.0 92.6 0.63 8.5 mg·l–1 NO3

TABLE 5. Rejection values of RO2 parameters

After 10 weeks At zero time
Unit Parameter

%R P F %R P F
96.50 70 1 995 96.8 66 2 086 mg·l–1 as CaCO3 TH
97.83 39 1 800 98.05 35 1 800 mg·l–1 SO4

95.42 96 2 100 97.5 70 2 812 mg·l–1 TDS
72.66 41 150 93.3 12 180 mg·l–1 as CaCO3 TA
95.1 16.3 335 97.9 7.6 365 mg·l–1 Mg
90.45 21 220 91.06 21 235 mg·l–1 Ca
62.14 21.2 56 75.86 7 29 mg·l–1 Cl
78.46 8.4 39 83.46 4.3 26 mg·l–1 Na

– 7 7.3 – 6.9 7.7 – pH
90.00 0.2 2 96.55 0.2 5.8 NTU turbidity
90.1 0.8 8.9 94.4 0.53 9.5 mg·l–1 NO3
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TABLE 6. Rejection values of RO3 parameters

After 10 weeks At zero time
Unit Parameter

%R P F %R P F 
91.3 130 1 500 95.7 65 1 535 mg·l–1 as CaCO3 TH
94.7 106 2 010 97.8 42 1 910 mg·l–1 SO4

87.7 144 1 170 91.8 90 1 100 mg·l–1 TDS
67.7 40 124 77.0 30.8 134 mg·l–1 as CaCO3 TA
89.8 28 275 97.7 6 265 mg·l–1 Mg
90.3 49 507 96.8 16 507 mg·l–1 Ca
61.1 11.7 30 80 6 30 mg·l–1 Cl
58.6 8.7 21 78.2 4.5 20.7 mg·l–1 Na

– – 7.6 – 6.6 7.6 – pH
90.0 0.4 4 93.0 0.27 3.9 NTU turbidity
94.3 0.73 12.8 97.6 0.32 13.6 mg·l–1 NO3

TABLE 7. Rejection values of RO4 parameters

After 10 weeks At zero time
Unit Parameter

%R P F %R P F
94.9 627 1 230 97.2 30 1 100 mg·l–1 as CaCO3 TH
97.0 207 690 98.4 12 770 mg·l–1 SO4

94.3 91.7 1 610 96.9 46 1 518 mg·l–1 TDS
77.3 60.3 266 95.9 10 245 mg·l–1 as CaCO3 TA
94.7 7.6 144 97.8 2.4 112 mg·l–1 Mg
95.7 25.8 600 98.7 8 624 mg·l–1 Ca
65.8 45.5 133 78.3 8.2 38 mg·l–1 Cl
78.6 16.6 77.7 88.3 6.4 55 mg·l–1 Na

– 7.1 7.4 – 7 7.1 – pH
85.4 0.55 3.8 91.2 0.35 4 NTU turbidity
91.2 1.1 12.6 96.0 0.47 11.8 mg·l–1 NO3
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A number of calculations were done 
to determine the RO stations perfor-
mance as in Table 8 according to the 
SAW method. The results show that per-
formance at Ain Alwah RO1, Misherfa 
Altaha RO2, Ghiziel RO3, and Misherfa 
RO4 were 98.3, 97.9, 95.3 and 86.3%, 
respectively.

The ranking performance resulted 
from TOPSIS are 99.95, 99.92, 40.2 and 
17.99%, respectively as in Table 9.

After comparing the performance
results of the SAW and the TOPSIS 
methods, it was seen that the stations’ 
performance can be ranked from high to 
low as follows: RO1: Ain Alwah, RO2: 
Misherfa Altaha, RO3: Ghiziel, and 
RO4: Misherfa.

Discussion

Figure 3 shows a comparison be-
tween the SAW and the TOPSIS results. 
There is a difference in values between 
them. And this is due to the prin-
ciples applied by the two methods them-
selves, where the SAW occupies 

weighted average, whereas the TOPSIS 
focuses on maximizing distance from the 
negative ideal solution, and minimizing 

the distance from the positive ideal so-
lution. The SAW gives more convenient 
values than the TOPSIS method. The 
result of this study is a good agreement 
with the findings of the studies of Thor, 
Ding and Kamaruddin (2013) and Ta-
hyudin et al. (2018).

TABLE 9. Ranking of RO stations using the TOPSIS method

Rank
Pi

Results after 10 weeks of 
operation 

Results at zero time of 
operation Site No

% Pi Si
– Si

+ Pi Si
– Si

+

1 99.95 0.9995 0.039 84.44 0.9999 0.004 143.83 Ain Alwah RO1

2 99.92 0.9992 0.065 84.46 0.9998 0.015 143.82 Misherfa Altaha RO2

3 40.2 0.4020 57.76 38.83 0.1802 127.5 28.04 Ghiziel RO3

4 17.99 0.1799 80.11 17.58 0.0036 143.6 0.529 Misherfa RO4

TABLE 8. Ranking of RO stations using the SAW method

Site

Indices at 
zero time 

of operation
Rejection 
efficiency

[%]

Indices after 
10 weeks of 

operation
Rejection 
efficiency

[%]

Difference 
between 
rejection 
efficiency

[%]

Inverse 
differ-
ence
[%]

Rank

F P F P
Ain Alwah 228.8 20.7 90.9 215.5 23.2 89.2 1.7 98.3 1
Misherfa 
Altaha 234.6 11.7 95 204 14.9 92.7 2.3 97.9 2

Ghiziel 180.6 12.4 93.1 185 21.4 88.4 4.7 95.3 3
Misherfa 154.1 8.8 94.2 163.5 31.9 80.5 13.7 86.3 4
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It was seen that the overall perfor-
mance shows an excellent rejection effi-
ciency reaching 90% in the following set 
of parameters; SO4, TDS, Ca, Mg, NO3, 
Ca, turbidity and TH, however, the other 
set of parameters CL, and Na show a 
less rejection efficiency between 60 and 
85%, as in Figure 4. It was shown that 
the divalent cations have higher percent-
age removal than monovalent anions.

Assessing the performance of RO 
stations is carried out where RO1 was 
the best station while RO4 was the 
worse one. Although the RO system 
model and the membrane model were the 

same, the operating conditions of these 
stations were different. Mismanagement 
of RO stations (untrained labours) with 
low maintenance and the lack of fre-
quent washing of the membrane can 
be considered as the main reason in 
decreasing (RO3 and RO4) station’s 
performance.

Conclusions 

Total dissolved solids plays a vi-
tal role in determining the suitability of 
the drinking water, where the feed wa-

FIGURE 3. A comparison between the SAW and the TOPSIS methods 

FIGURE 4. Rejection R efficiency of the studied parameters at four stations
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ter TDS concentrations ranged between 
1,100 and 2,800 mg·l–1, while the per-
meate water ranged between 46 and 
228 mg·l–1 and it was within the perme-
able standards of drinking water for all 
stations. The removal efficiency of TDS 
ranged between 92 and 97%. 

It can be observed that the SAW oc-
cupies weighted average and its mathe-
matically easier while, the TOPSIS pre-
sents a priority of ranks with an optimal 
station. Therefore, both methods provide 
an integrated viewpoint of RO stations 
performance.
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Summary

The performance assessment of re-
verse osmosis stations at Al-Mahalabea 
area. The present study assesses RO stations 

at four sites in Al-Mahalabea area – Nine-
veh governorate, Iraq during the summer of 
2013. The performance of RO stations are 
ranked by two methods: the Simple Additive 
Weight (SAW) and the Technique for Order 
of Preference by Similarity to Ideal Solution 
(TOPSIS). Two groups of samples were col-
lected from feed and permeate water for two 
periods (at zero time of operation and after 
ten weeks of operation) with eleven para-
meters for each sample were analysed. The 
highest overall rejection R efficiency ap-
peared with the first set of parameters more 
than 90% (SO4, TDS, NO3, TH, and turbid-
ity), while the second set was the least (Cl, 
Na, and total alkalinity – TA) ranged between 
65 and 85%. It is observed that both the SAW 
and the TOPSIS methods are accurate to pre-
dict the performance efficiency.
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Introduction

Evaporation refers to the loss of wa-
ter from the surface of a water body to 
the atmosphere, that is, the conversion of 
water from the liquid to the gaseous state 
(Yao, Zhang, Lemckert, Brook & Schou-
ten, 2010).

Evaporation is way for wasting water 
around the world. There are various ways 
to control evaporation from reservoirs 
such as physical, biological, mechanical, 
and chemical methods (Hashemi Monfa-
red, Rezapour & Zhian, 2019a).

Evaporation increases with in-
creased air temperatures, high wind 
speeds and low humidity. Since a large 
amount of water is wasted every year 
due to evaporation from storage tanks, 
evaporation of water from large water 
bodies affects the hydrological cycle. 

Among the hydrological cycle, evapora-
tion is the most difficult to estimate due 
to the complex interactions between the 
components of the Earth system and at-
mosphere (Singh & Xu, 1997).

There are many ways to reduce eva-
poration from lakes and water tanks, and 
these processes are not new as they star-
ted since 1960 when volatile oils were 
used as a layer covering the surface of 
the water to protect it from evaporation 
(Benzaghta & Mohamad, 2009).

The following methods are used to 
reduce evaporation such as floating lids 
where act as a lid on the surface of the 
water to reduce evaporation, such as 
polymers, foam wax and polystyrene 
(Cooley & Myers, 1973). Floating ob-
jects same principle as floating covers, 
however rather than a continuous cover 
multiple individual units are used, often 
floating freely. This allows for easier in-
stallation and maintenance of the cover 
but reduces the evaporation reduction ef-
ficiency (Cooley, 1970). Shadow struc-
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tures are used to reduce wind speed and 
the amount of solar radiation falling on 
the surface of the water. This technique 
is suitable for small water tanks (Álva-
rez, Baille, Martínez & Real, 2006), che-
mical caps. This method are based on the 
use of long chain alcohol to form a thin 
layer on the surface of the water to re-
duce evaporation. These layers are biode-
gradable and need to be reapplied every
1 to 4 days. Chemical methods are not 
effective as the physical methods (Erick, 
2007).

Windbreaks using to analyse the fac-
tors that cause evaporation, and thus will 
reduce evaporation from the lakes. This 
method is the best of all the mentioned 
methods. The reason in addition to re-
ducing evaporation, the windbreaks also 
using to protect plants from the influence 
of winds that cause diseases and pests. It 
also plays an important role in reducing 
pollutants (Campi, Palumbo & Mastro-
rilli, 2009; Hong, Lee & Seo, 2015).

A windbreak is a barrier composed 
of trees and shrubs that redirects and mo-
difies the force of the wind. Part of the 
air current is diverted over the topes of 
the trees and part of it filters through the 
trees (Manual, 1990).

Windbreaks are barriers used to re-
duce and redirect wind. They usually 
consist of trees and shrubs, but may also 
be perennial or annual crops and grasses, 
fences, or other materials. The reduction 
in wind speed behind windbreaks modi-
fies the environmental conditions or 
microclimate in the sheltered zone. As 
wind blows against a windbreaks, air 
pressure builds up on the windward 
side (the side towards the wind), and 
large quantities of air move up and over 
the top or around the ends of the wind-

breaks. windbreaks structure – height, 
density, number of rows, species, com-
position, length, orientation, and conti-
nuity – determines the effectiveness of 
a windbreaks in reducing wind speed 
and altering the microclimate (Brandle, 
Hintz & Sturrock, 2012).

Because of the importance of this 
method, many researchers study research 
or use theoretical models to calculate the 
effect of windbreaks on reducing wind 
speed and evaporation.

Yusaiyin and Tanaka (2009) used 
wind tunnels and windbreaks to study co-
efficient of drag for different fenders by 
Navier–Stokes (RANS) equation, which 
depends on the width of the fenders, 
the result showed the width of wind-
breaks reduce wind velocity from 15 to 
20% (Yusaiyin & Tanaka, 2009).

Kim with collaborators used the 
Fluid Motion Program (CFD) in the 
design of a windbreak fence simulation 
to reduce fugitive dust in open areas. 
This was done by studying the different 
wind speeds based on climatic data as well 
as the characteristics of the windbreaks, 
such as the height and density of the fen-
ders and the distance between the fenders. 
the importance of this research is to provi-
de a good way to predict and reduce flying 
dust in open areas (Kim et al., 2018).

Vacek with collaborators studied 
three types of windbreaks and their ef-
fect on high wind speeds. This was done 
by measuring wind speed for different 
distances before the fenders, and after 
the fenders, a station was set as a source 
of control. The results of the experiment 
showed that the height and porosity of 
the fenders play an important and influ-
ential role in reducing the wind speed 
(Vacek et al., 2018).
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Hashemi Monfared, Zoraghi, Azh-
dary Moghaddam, Dehghani Darmian 
and Abdollahi (2019) in their pilot study 
focused on the accurate measurement of 
evaporation and a new approach to re-
duce this phenomenon in southeastern 
Iran (Zahedan). After evaluating the ex-
perimental results, six relationships were 
extracted to accurately estimate evapora-
tion in arid regions. The glass lids were 
used to reduce evaporation. The cover is 
made of wasted glass, rubber and some 
floating glue. The results showed a 40% 
decrease in the evaporation rate.

Hashemi Monfared with collabora-
tors aimed to study the effect of wind-
breaks on reducing evaporation of lakes 
and reservoirs in dry areas, identifying 
the optimum site and planning wind-
breaks using the FLUENT model. The 
results showed that winds are the most 
important factor affecting evaporation 
in the Shanima region in Sistan, Iran, 
and that solid windbreaks have a role in 
effectively reducing evaporation rates 
(Hashemi Monfared et al., 2019b).

The importance of this research is an 
applied research which serves society in 
terms of its applicability to reduce evapo-
ration in environmentally friendly ways, 
which are natural windbreaks (trees).

Material and methods

In this section we will look at the stu-
dy area, climate data and tools used in 
the experiment.

Meteorological data

The data used in this study were ob-
tained for the monthly wind speed and 
direction, from the Meteorological and 

Seismological Organization (IMOS), 
other elements, air temperature, solar 
irradiance, and dew point depending on 
the climatic stations for the Meteorologi-
cal Network Iraqi Agricultural.

Study area 

The study area is an experiment that 
has developed similar conditions to the 
station conditions, so that the results are 
more accurate and realistic.

Experiment

The tools used in the experiment are 
the class A evaporation pan is a standard 
device for manual measurement of eva-
poration (Australian Bureau of Meteoro-
logy class A type), diameter 122 cm and 
height 25 cm, windbreaks from natural 
trees Conocarpus type, number of trees 
9, distribution trees in three rows, each 
row contains three trees, variable height 
trees 50–100 cm, method of installing 
windbreaks (parallel and crosses), elec-
tric air fan, to direct the air on the evapo-
ration tank and measure the wind speed 
before and after using the windbreaks, 
anemometer digital sensor (Banggood, 
China) to measuring wind speed [m·s–1, 
km·h–1, ft·min–1, knots, mi·h–1] and the 
finally glass house.

In this paper the researcher depen-
ding on modified Penman equation for 
Iraq conditions to calculate evaporation 
from open water surfaces such as lakes 
and rivers (Al-Echrish, 2001).

(es – ea) = 33.8639[(0.00738T + 

+ 0.8072)8 – (0.00738Td + 0.8072)8 – 

– 0.0000342(T – Td)] (1)
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where:
E – daily evaporation rate [cm],
R – solar radiation [J·cm–2],
es – ea – difference of saturated vapour 
pressure and air vapour pressure [kPa],
U – wind speed at 10 m height above the 
ground [km·day–1].
T – air temperature at 1.5 m above the 
ground this height is stander in station 
[°C],
Td – dew point [°C].

This experiment carried out by using 
glass house (1.5 × 2 m) with an evapo-
ration basin, to provide organized clima-
tic conditions, then the windbreaks were 
placed in a direct direction with the wind 
direction and the measurement of the 
wind speed and the rate of evaporation 
twice using a wind gauge and the Ben-
man equation respectively without wind-
breaks and with bumpers the wind. After 
that, three basic scenarios were adopted 
for the weather elements that affect the 
evaporation process during the summer 
according to the modified Benman equa-
tion for the climatic conditions in Iraq. 
The main factors are temperature, solar 
radiation, wind speed, dew point.

The first scenario (S1) assumes that 
all climatic factors (air temperature, 
wind speed, dew point, solar radia-
tion) are maximum.
The second scenario (S2) assumes 
that all climatic factors are mini-
mum.
The third scenario (S3) assumes that 
all climatic factors are average.
Each of these three scenarios consist 

of sub-scenario according to the method 
of windbreaks installation and the num-

–

–

–

ber of its rows and height. Windbreaks 
have installed in parallel way and pre-
sented (α), and in cross-section (β), and 
first row was presented (R1), second row 
(R2) and third row (R3). Every row has 
three trees, and the distance between trees 
and rows is 15 × 15 cm, the trees height 
is vary from 50 (A) to 100 cm (B).

Results and discussion

Effect windbreak on wind speed

Characteristics of wind velocity re-
duction behind the windbreak can be ex-
pressed by many parameters. The most 
commonly used are shelter length and 
width windbreaks. Windbreaks can pro-
tect a downwind area whose horizontal 
length is equal to up to 10 times the trees’ 
height over which wind velocity in the 
downstream is reduced 20% (Manual, 
1990; Yusaiyin & Tanaka, 2009).

Windbreaks reduce average wind 
speed in three ways. First, the absorb 
some of the wind energy by means of 
frictional drag as the moving air passes 
through and around them. Second, they 
deflect wind to higher levels. And third, 
windbreak redirect relatively smooth, 
horizontal airflow into random direc-
tions. That is more turbulence is created 
(Manual, 1990).

Through the results of the exper-
iment it was found that the increase in 
the height of the windbreaks (trees) de-
creases the wind speed in all scenarios 
for the study period, as showing in Tab-
les 1, 2 and 3. 

(2)
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TABLE 1. Extent of the effect windbreaks on reduce wind speed by experi scenarios in June

S

Actual
wind 
speed

[m·s–1]

With using windbreak [m·s–1]
α β

A B A B
R1 R2 R3 R1 R2 R3 R1 R2 R3 R1 R2 R3

S1 8 7.7 7.3 6.5 7.1 6.5 5.6 7.7 7.1 6.2 7.1 6.1 5.2
S2 2 1.7 1.3 0.5 1.1 0.5 0 1.7 0.9 0 1.1 0.3 0
S3 5 4.7 4.4 3.6 4.1 3.5 2.6 4.7 4 3.1 4.1 3.2 2.1

Actual – measuring wind speed without using windbreaks; α – distributing windbreak in parallel case, 
β – distributing windbreak in intersection case; A – windbreaks’ height of 50 cm, B – windbreaks’ height 
of 100 cm; R1 – one row of trees, R2 – two rows of trees, R3 – three rows of trees.

TABLE 2. Extent of the effect windbreaks on reduce wind speed by experi scenarios in July

S

Actual
wind 
speed

[m·s–1]

With using windbreak [m·s–1]
α β

A B A B
R1 R2 R3 R1 R2 R3 R1 R2 R3 R1 R2 R3

S1 9 8.7 8.3 7.5 8.1 7.5 6.6 8.7 8.1 7.2 8.1 7.3 6.2
S2 1.7 1.5 1.1 0.3 1 0.5 0 1.5 0.6 0 1 0.1 0
S3 5.3 5 4.6 3.8 4.4 3.8 3 5 4.2 3.2 4.4 3.5 2.3

Actual – measuring wind speed without using windbreaks; α – distributing windbreak in parallel case, 
β – distributing windbreak in intersection case; A – windbreaks’ height of 50 cm, B – windbreaks’ height 
of 100 cm; R1 – one row of trees, R2 – two rows of trees, R3 – three rows of trees.

TABLE 3. Extent of the effect windbreaks on reduce wind speed by experi scenarios in August

S

Actual
wind 
speed

[m·s–1]

With using windbreak [m·s–1]
α β

A B A B
R1 R2 R3 R1 R2 R3 R1 R2 R1 R1 R2 R1

S1 12 11.7 11.3 10.3 11.1 10.3 9.6 11.7 11 9.9 11.1 10.1 9.2
S2 2.5 2.2 1.8 1 1.6 1 0.1 2.2 1.5 0.6 1.6 0.7 0
S3 7.2 7 6.5 5.7 6.3 5.7 4.9 7 6.3 5.2 6.3 5.5 4.3

Actual – measuring wind speed without using windbreaks; α – distributing windbreak in parallel case, 
β – distributing windbreak in intersection case; A – windbreaks’ height of 50 cm, B – windbreaks’ height 
of 100 cm; R1 – one row of trees, R2 – two rows of trees, R3 – three rows of trees.
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For example, the wind speed for June 
in S1 is 9 m·s–1, decreased to 8.7 m·s–1 in 
the case A while decreased to 8.1 m·s–1 
in case B. Also, increasing the number of 
rows reduces the wind speed, as the wind 
decreases in the R3 more than the R1 and 
R2. The reason is due to the increased 
roughness surface.

As for the method of distributing 
trees in the rows, it appears that the in-
tersection case reduces the winds more 
than the parallel case in the R2 and R3, 
but in the R1 no difference occurred be-
cause the porosity reduces when the wind-
breaks installed in crosses case as the po-
rosity is responsible for the air volume
increment that passes the windbreaks and 
this lead to pressure difference between 
the winds face that responsible for in-
creasing the effective area that encoun-
ters the wind direction.

In addition, the number of wind-
breaks is playing an important role as the 
air density increases when the number of 
windbreaks is increased and this lead to 
affect and obstruct the airflow. The best 
experiment results in second scenario for 
the three months (summer season) be-
cause the wind velocity in minimum case, 
were when the height of the fenders was 
100 cm, the fenders number of 3, and the 
method of installing the fenders in cross 
case [S2βBR3] recorded the highest rate 
of wind velocity reduction to (100%) of 
its original value.

Effect wind speed on evaporation

According to Equation (1), a dire-
ct correlation with temperature, wind 
speed and relative humidity relation-
ship has been found. This means that the 
increase in temperature and wind speed 
increases evaporation rates. As a result, 

changing one unit of wind speed leads to 
a clear change in evaporation compared 
to other factor such as humidity.

Height, density, and orientation are 
the major factors determining protec-
tion provided by windbreaks, but other 
factors such as width, cross-sectional 
shape, and composition are also import-
ant (Brandle & Finch, 1991).

Low density of windbreaks is re-
sponsible for increasing the volume of 
air passing. This leads to a pressure dif-
ference between two sides of the wind, 
responsible for the increase in an effec-
tive area on the side of the wind and the 
porosity is one of the most effective fac-
tors in windbreak structures (Hashemi 
Monfared et al., 2019).

Through the results of research, it 
was found that wind speed have an im-
portant role in reducing evaporation rate 
for summer season and showed in Fig-
ures 1, 2 and 3. Based on the empir-
icist relationship, a direct connection has 
been detected between wind speed and 
the evaporation, as the evaporation rate 
increases when wind speed increase, the-
refore, one unit change of wind velocity 
creates the clear change in evaporation 
compared to other factors such as dew 
point. The experiment proved the signi-
ficant role of wind speed in evaporation 
rate limitation. By calculating the ac-
tual evaporation of the evaporation basin 
class A for all scenarios by using Equa-
tion (1). Figures 1, 2, and 3 illustrated 
the gradual decline in the evaporation 
rate within the summer season.

The following factors have clear 
effect on the windbreaks; windbreaks 
height and its number of rows and way 
of installed it where affect on air density 
and this is the reason beyond declining 
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Actual – measuring wind speed without using windbreaks; α – distributing windbreak in parallel case, 
β – distributing windbreak in intersection case, A – trees’ height of 50 cm, B – trees’ height of 100 cm; 
R1 – one row of trees, R2 – two rows of trees, R3 – three rows of trees.

FIGURE 1. Histogram for the effect windbreaks on evaporation rate for three scenarios in June
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Actual – measuring wind speed without using windbreaks; α – distributing windbreak in parallel case, 
β – distributing windbreak in intersection case, A – trees’ height of 50 cm, B – trees’ height of 100 cm; 
R1 – one row of trees, R2 – two rows of trees, R3 – three rows of trees.

FIGURE 2. Histogram for the effect windbreaks on evaporation rate for three scenarios in July
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Actual – measuring wind speed without using windbreaks; α – distributing windbreak in parallel case, 
β – distributing windbreak in intersection case, A – trees’ height of 50 cm, B – trees’ height of 100 cm; 
R1 – one row of trees, R2 – two rows of trees, R3 – three rows of trees.

FIGURE 3. Histogram for the effect windbreaks on evaporation rate for three scenarios in August

0

0.5

1

1.5

2

1 2 3 4

Ev
ap

or
at

io
n 

ra
t c

m
 / 

da
y

height and distribution of windbreaks

scenario 1

Actual

R1

R2

R3
αA                 αB                  βA                  βB

0

0.1

0.2

0.3

0.4

1 2 3 4Ev
ap

or
at

in
 ra

te
 c

m
/

da
y

height and distribution of windbreaks

scenario 2

Actual

R1

R2

R3
αA                  αB                 βA                  βB

0

0.2

0.4

0.6

0.8

1

1.2

1 2 3 4

Ev
ap

or
at

io
n 

ra
te

cm
/ d

ay

height and distribution of windbreaks

scenario 3

Actual

R1

R2

R3

αA                   αB                   βA                βB



352 M.O. Oribi, A.K. Abdulkareem

the evaporation rate in the three scena-
rios as shown in Figures 1, 2 and 3.

The effect of wind on evaporation 
is evident in different ratio and for all 
months. As the sub-scenario R3 in the S1 
and S3 of the scenario is in all months 
given the best result of reducing evapo-
ration up 35% to almost but in a scenario 
S2 there was no clear change because the 
wind was originally the min value.

The best experiment results were 
when the height of the fenders was 
100 cm, the number of fenders 3, and 
the method of installing the wind-
breaks in crosses case [βBR3] recorded 
the highest rate of evaporation reduction 
up to 35% of its original value before 
using windbreaks.

Conclusions

Through this study it was found that 
windbreaks have a very important role in 
reducing wind speed. This depends on 
the height, density of the trees and num-
ber of rows. The best experiment results 
are when the height of the windbreak 
was 100 cm, the number of row 3, and 
the method of installing windbreaks in 
crosses case [βBR3] recorded the highest 
rate of evaporation reduction up to 35% 
of its original value before using wind-
breaks. Eventually, it can be concluded 
that the wind is one of the most import-
ant factors that have effect on the evap-
oration rate, it is considered one of the 
best methods because it is environmen-
tally friendly, unlike chemical methods 
that affect the environment and living or-
ganisms in lakes so the windbreaks can 
adopted to control the evaporation rate. 

In addition to this use, the windbreaks 
can be used to protect from sand dunes 
and to protect strategic crops from the 
impact of wind speeds.

Recommendations

1. Study on the best types of trees 
that can be used as windbreaks.

2. Study effect trees on wildlife.
3. Applying this study in small 

lakes.
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Summary

Scenarios to reduce evaporation from 
class A evaporation pan by using wind-
breaks. Evaporation from reservoirs and 
lakes is an important processes frequently 
occurring in dry, hot regions such as Iraq. In 
order to preserve the environment and to re-
duce the amount of evaporation from open 
water bodies in this study, simulation was 
performed to reduce evaporation from evap-
oration basin class A by using windbreaks 
natural (Conocarpus trees). Three basic scen-
arios were made that depended on the val-
ues of the atmospheric elements affecting the 
evaporation process in summer according to 
the modified Penman equation for the con-
ditions of Iraq, the climate factors are tem-
perature, solar radiation, wind speed, dew 
point, and the effect of the number of wind-
breaks and their height was also introduced 
in sub- scenario. Experiments have shown 
that the best sub-scenario for all basic scen-
arios is when the windbreaks are placed in a 
direct direction to the wind blowing on the 
evaporation basin in the form of three rows, 
each row contains three trees where the wind-
breaks are in case cross and the height of 
the trees is 100 cm and the distance between 
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each tree and another, and between each row 
and row 15 × 15 cm, the results of this sub-
scenario recorded the highest rate of evap-
oration reduction up to 35% of its original 
value before using windbreaks.
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Introduction

The concept of urban heat island 
(UHI) describes the phenomenon, 
which takes place in the core of cities or 
towns, characterized by higher air or sur-
face temperatures, than in surrounding 
rural areas (Bhargava, Lakmini & Bhar-
gava, 2017). This effect has important 
implications for energy consumption, en-
vironmental pollution and human health 
and comfort and water use. The warmer 
urban surface is present at all around the 
world and has potential impact to local 
warming (Kalnay & Cai, 2003). It seems 
with highest intensity basically at nights 
and inland cities when the sky is free 
of clouds and the winds are weak. As 
a result of the rising trend of the urban 
population, UHI effect emerges due to 
continued urbanization processes (Nu-

ruzzaman, 2015) that alter the natural 
land cover to impervious surfaces (Ro-
senzweig et al., 2005), urban geometry 
which refers to dimension and spacing of 
building within a city, and anthropogenic 
heat activities that include heating, trans-
portation, industry, air condition system 
that add a waste energy to urban canopy 
heating (US EPA, 2008).

Nocturnal and daytime UHI can be 
observed using minimum and maximum 
air temperature (Tmin and Tmax) recor-
ded at 2 m during the one day at weather 
stations (WMO, 2007). There is a dis-
crepancy in difference of UHI intensity 
between summer and winter. Most stud-
ies reported that less UHI was in winter 
(Oke, 1976; Wilby, 2003; Golroudbary, 
Zeng, Mannaerts & Su, 2018), while 
others showed that most winter UHIs 
were more intense than summer UHIs 
(Souch & Grimmond, 2006; Sailor, 
2006; Schatz & Kucharik, 2014). Thus, 
this gap in determining which season has 
most intense UHI requires a careful ana-
lysis that will be useful in assessing the 
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potential implications described above. 
This study is the first attempt to com-
pare climatically different areas within 
and outside of Baghdad dependent on 
real observing. Study of the temporal 
variations in the UHI over urban areas 
expresses the modifications in radiation 
and energy balance at the canopy air lay-
er extending from the ground to below 
the tops of trees or buildings (Oke, 1976; 
Bhargava et al., 2017). Buildings, paved 
roads and other urban substructures tend 
to store shortwave solar energy during 
the daytime and then release it back to 
space as longwave terrestrial radiation 
after sunset creating increased tempera-
ture compared with suburban areas. The 
ongoing increase in population census in 
the most world cities (UN, 2018) can be 
considered an additional factor in inten-
sifying UHI (Oke, 1973).

As the urban landscape transfor-
mations associated with land cover 
changes and increased population con-
tinue to grow, the warming effect in 
densely cities is enhancing the local war-
ming climates as well. This effect has 
been found in the long-term trends of tem-
perature when the temporal variations of 
daily, monthly, seasonal and annual mean 
temperature have been investigated (Hu-
ang & Lu, 2015), because of a large por-
tion of the greenhouse gases produced in 
these environments. Thus, the main aim 
of this work is to study the nocturnal and 
daytime UHI in Baghdad on the basis of 
monthly, seasonal and annual analysis. 
In addition, the annual trends are also 
investigated to predict the behaviour of 
UHI intensities.

Study area and data

The city of Baghdad, capital of Iraq, 
is located in inner flat land of the cen-
tral government which covers 894.3 km2 
and has extremely hot, dry summer and 
damp winter. It is located along Tigris ri-
ver which divides into two sides Rasafa 
(east) and Karkh (west), as shown in Fig-
ure 1. The urban fabric consists of blocks 
of low-rise houses (1–3 floors) with 5–12 
m high. Several medium-rise buildings 
up to 20 floors are mostly formal offices 
and hotels. Baghdad is the commercial, 
financial and cultural centre of Iraq. The 
average geography coordinates are of 
latitude 33.2°N, longitude 44.3°E and 
34 m a.m.s.l. After replacing political 
system in 2003, random urbanization 
expansion and inner immigration are in 
particular observed in Baghdad.

The time series of the daily data for 
minimum (Tmin) and maximum (Tmax) 
air temperature were acquired from 
two automatic weather stations (see 
their photographs in Fig. 1) separated 
by 20 km distance (Sundus & Al-Jibo-
ori, 2018). Both Tmin and Tmax were ob-
served around the dawn (nighttime or 
nocturnal) and after the noon (daytime), 
respectively. First station (1) located in 
the centre of Baghdad on the roof of the 
Atmospheric Sciences Department build-
ing, the Mustansiriyah University with 
14 m high above the ground level, which 
is considered as urban site. Another sta-
tion (2) belongs to Iraqi Meteorological 
Organization and Seismology set up in 
the International Baghdad Airport with 
height of 2 m. This lies on the border 
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of Baghdad with very open area, thus it 
is considered as rural site. Although the 
heights of two stations are different, air 
temperature measurements did not ex-
perience significantly differences. This 
is expected in the canopy of urban area 
due to theory of constant heat flux in the 
surface layer of lower atmosphere (Stull, 
1989).

The above data collected were ana-
lysed for only three years 2008, 2013 
and 2019. Fortunately, there were not 

any missing or gap in the time series be-
cause of continuous observation. Three 
five-year intervals were chosen to show 
real changes in landscape of Baghdad. 
To examine the canopy layer UHI and 
study the dynamic characteristics of the 
air mass overlying the urban area during 
the years, these data were chosen to rep-
resent middle months of the seasons of 
the year: January (winter), April (spring), 
July (summer) and October (autumn). 
The choice of only one month of each 

 
FIGURE 1. Location of Iraq (a) and Baghdad (b) with photographs of two automatic weather stations

TABLE 1. Climatic values of air temperature, rainfall and daylight hours for each season

Season
Temperature 

range
[°C]

Average 
temperature

[°C]

Average rainfall
[mm] Rainfall days

Average 
daylight

[h]

Winter 4–16 12 85 18 10.5
Spring 15–29 23 67 15 12.4
Summer 22–44 35 0 0 14.2
Autumn 10–40 24 25 5 11.4
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season is suitable because that the study 
area is generally cloud-free for most the 
year, as shown in Table 1 which also dis-
plays some climate features for tempera-
ture, rainfall and daylight hours at each 
season.

Methodology

The main root causes of modifica-
tion in urban climate are the urbanization 
process, landscape geometry and ther-
mal properties of building and surface 
materials (Nuruzzaman, 2015). To con-
firm the existing UHI in Baghdad, it is 
important to distinguish the two different 
areas in the surface characteristics such 
as urban and rural sites. The comparison 
of urban versus rural stations is adopted 
in this study.

Thus, first, daily nocturnal and day-
time canopy urban heat islands are usu-
ally determined using daily Tmin and Tmax 
measurements taken from these stations, 
thus UHI intensities were defined as:

nocturnal UHI = Tmin(u) – Tmin(r) = 
= ΔT(u-r)min (1)

daytime UHI = Tmax(u) – Tmax(r) = 
= ΔT(u-r)max (2)

The symbols u and r refer to urban 
and rural conditions.

Second, average values of the re-
sulting daily ΔT(u-r)min and ΔT(u-r)max 
were separately calculated for expres-
sing seasonal averages and by the same 
method, annual averages were computed 
from seasonal averages.

Third, the three years indicated in 
the previous section do not experience 

any extreme climatic means concerning 
other years (i.e. from 2009–2018, except 
2013), but they were in normal condi-
tions. Thus, linear trends were fitted to 
the annual averages of ΔT(u-r)min and 
ΔT(u-r)max by least square method using 
Origin software (ver. 9.3). This is useful 
in determining the rate of change by year 
and to predict the behaviour of UHI in-
tensities in proximity future especially in 
suggestion the relevant mitigation strate-
gies for adaptation under ongoing global 
warming. However, the results of noctur-
nal and daytime UHI were separately fit-
ted to simple linear regression given as

UHI(t) = α + β · t  (3)

where 
t – independent variable [year],
α – intercept,
β – slope (trend).

Fourth, the significance level (t-test, 
p < 0.05) and correlation coefficient (r) 
were determined to explore the potential 
implications under local climate change.

Results and discussion

Daily variation of nocturnal 
and daytime UHIs

The variations in nocturnal and day-
time UHIs, as derived from Equations (1) 
and (2) respectively, were investigated 
among 2008, 2013 and 2019. Figures 2 
and 3 show daily variations of both noc-
turnal and daytime UHIs, respectively 
in four representative months: January, 
April, July and October. The intra-month 
variability in all UHI values is obvious 
due to the air layer adjacent to the sur-
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face strongly affected by the physical 
processes as well as the external pressure 
systems passing the area.

Nocturnal UHI seems to have posit-
ive values along the year with its strongest 
value in summer exceeding 5°C at the 
above studied years. It can be concluded 
that at night minimum temperature val-
ues in urban area are always larger than 
those in rural areas. In summer (July) and 
sometimes autumn (October) months of 
2019, UHI intensity reaches the largest 
positive values beyond 6°C (Figs. 2c and 
2d). The positive moderate nocturnal 
UHI intensity occurred in other seasons 
(January, April and October) when UHI 
reached values of about beyond 4°C as 
illustrated in Figures 2a, 2b and 2d. The 

least positive value of about 1°C was 
found in January of 2013.

A different result variation is ob-
served for the daily daytime UHI across 
all the months of all years. As shown in 
Figure 3 daily daytime UHI intensity has 
mostly negative values for both years 
2008 and 2013, while in 2019 these val-
ues become positive, especially in April 
(Fig. 3b) and July (Fig. 3c) reaching more 
than 1°C. It is important to notice that, in 
Figure 3a across all years, UHI values 
not only show the increasing trend dur-
ing the days of January, but also they are 
approximately close to each other. The 
reason is that at the last third of Janu-
ary in general the air temperature starts to 
be warm up and also continuing use with 

FIGURE 2. Daily variation of nocturnal UHI for three years (2008, 2013 and 2019) in months: January 
(a), April (b), July (c) and October (d)
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different warming means by dwellers to 
facing cold winter which, of course, will 
raise air temperature in urban site. The 
similar result is nearly also found in Oc-
tober (Fig. 3d), but with more scatter.

Seasonal variation of nocturnal 
and daytime UHIs

To reduce high variability in daily 
nocturnal and daytime UHI, monthly 
means of January, April, July and Octo-
ber were computed which express win-
ter, spring, summer and autumn and dis-
played in Figures 4 and 5, respectively. 
These figures show a distinct seasonal 
cycle of the ΔT(u-r)min and ΔT(u-r)max. 
This cycle reveals the weakest and

strongest UHI intensities in winter and 
summer, and different amplitudes in 
spring and autumn. Absolute positive 
nocturnal UHI values are found at all 
seasons and years with average highest 
during summer and weakest in winter, as 
shown in Figure 2, which are consistent 
with the result found in Arnfield (2003) 
and Schatz and Kucharik (2014). These 
values are also largest in 2019 except in 
spring (Fig. 4).

At semiarid environments like 
Baghdad the summers are characterized 
by strong solar energy and greater day 
hours (~14.2 h) with no cloud or rain 
(Table 1), therefore loss of energy 
through long wave radiation at nights is 

FIGURE 3. Daily variation of daytime UHI for three years (2008, 2013 and 2019) in months: January 
(a), April (b), July (c) and October (d)
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little in urban cities compared to rural 
areas, so that the well-known effect of the 
UHI occurs. In general, the inversing re-
sult to nocturnal UHI is clear in seasonal 
variation of daytime UHI, ΔT(u-r)max, as 
shown in Figure 5, whereas the cold is-

lands were established well especially in 
all seasons of two years 2008 and 2013, 
while in 2019 urban heat island raised in 
spring and summer (~0.65°C).

As mentioned in the previous discus-
sions that there was more intense UHI in 

FIGURE 4. Seasonal variation of nocturnal UHI for three years: 2008, 2013 and 2019
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2019. This belongs to expected several 
causes: (1) population growth in Baghdad 
is continuously increasing which reaches 
7.9 million in this year (Al-Jiboori, Abu 
Al-Shear & Ahmed, 2020); (2) the gra-
dual reduction in green areas and their 
replacement to residential, commercial 
and industrial are characterized in the 
city without official approvals (Hussain, 
2018); (3) Baghdad is one of the mid-la-
titude cities whereas the most intensive 
UHIs have been observed (Wienert & 
Kuttler, 2005) due to regional and global 
climate change that might be influenced 
the ongoing increasing in temperature 
(Saaroni, Amorim, Hiemstra & Pearl-
mutter, 2018).

Annual variation of nocturnal 
and daytime UHIs

To be more clear in studying noctur-
nal and daytime UHI, the annual aver-
ages are computed using seasonal aver-
ages and presented in Figure 6, in which 

the vertical lines represent the spreading 
around the annual means, i.e. standard 
deviation (SD). At night time, the sim-
ilar result of annual thermal differences 
between urban and rural sites, annual 
ΔT(u-r)min, is also confirmed with high 
SD at three values of the years 2008, 
2013 and 2019. Although the values of 
ΔT(u-r)max are little, it can also clearly see 
linear increase from 2008 to 2019. The 
same behaviour is also found in the re-
sults of daytime difference with less SD.

We now tried to evaluate the an-
nual linear increases in both noctur-
nal and daytime UHI values during the 
studied period by calculating the linear 
trend. Their results were separately fitted 
using Equation (3). The constants were 
empirically derived from nocturnal and 
daytime UHI data which reported in Tab-
le 2.

The nocturnal UHI behaviour is more 
intense (where β = 0.09°C·year–1 with 
r = 0.09 and p < 0.001) than that of day-
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time (β = 0.5°C·year–1 with r = 0.63 and 
p < 0.005). Differences between noc-
turnal and daytime UHI intensities are 
also apparent from annual trend (Fig. 6, 
Table 1).

Conclusions

Daily, seasonal and annual variations 
are fundamental to the investigation of 
UHI. Using minimum and maximum 
temperature data for three five-year pe-
riod (2008, 2013 and 2019) measured 
by automatic weather stations located at 
two different sites with roughness (ur-
ban versus rural), nocturnal and daytime 
UHIs were calculated at four months 
that represent the four seasons: January 
(winter), April (spring), July (summer) 
and October (autumn). Baghdad’s UHI 
is most intensive at the centre of city 
than at outlying rural site. The intensity 
of nocturnal UHI has positive signs at 
all seasons, while daytime UHI shows 
positive and negative signs across these 
seasons. In addition, nocturnal UHI in-
tensity in summer has increased to reach 
maximum 6.5°C in 2019, 4.6°C in 2008 
and 2013, while in summer and spring of 
2019 daytime UHI reach 0.8°C. This has 
been attributed to rapid warming in night 
in the city, possible linked to land cover 
changes and rapid population growth. 
Also annual trends of nocturnal and day-
time UHIs show linear increase during 

the studied period. This increase has ad-
verse effects on urban climate, thus seve-
ral mitigation strategies such as increase 
vegetated areas, planting shading trees, 
green roofs using high albedo building 
materials, etc. are suggested as power-
ful tools to reduce potential thermal 
impacts.
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Summary

Study of temporal variations of noc-
turnal and daytime urban heat island in 
Baghdad. Based on daily minimum and ma-
ximum air temperature observations for three 
years: 2008, 2013 and 2019, measured by auto-
matic weather stations located at two sites 
of Baghdad city were used to compute noc-
turnal and daytime urban heat island (UHI). 
First station fixed in campus of the Mustan-
siriyah University is considered as urban 
area, and another station followed to Iraqi 
meteorological organization installed at the 
International Baghdad Airport was chosen 
as the rural site. Daily, seasonal and annual 
averages of nocturnal and daytime UHIs were 
presented to study the variability and trends. 
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The results show the evolution of a nocturnal 
UHI, whose high mean values were recorded 
in four seasons with largest value found in 
summer of 2019. Annual trend in nocturnal 
UHI intensities was found to be larger than 
that of daytime. Thus, this study propose that 
maintenance and increase urban parks and 
planting shading tall trees to mitigate UHI 
intensity in Baghdad city.
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Introduction

Construction costs are one of the 
main criteria for decision making in the 
early stages of the construction process, 
and therefore their prediction is of inte-
rest to all project participants (Ambrule 
& Bhirud, 2017). Experience has shown 
that very often there are discrepancies 
between the estimated costs in relation to 
the realized costs of the construction pro-
ject (Peško Trivunić, Cirović & Mučen-
ski, 2013) and discrepancies occur due 
to lack of data and information in the 
conceptual phase (Al-Zwainy & Aidan, 
2017). The aim is to avoid or minimize 
cost overruns, which can be achieved by 
accurate cost estimation during project 
preparation before signing a construction 
contract (Car-Pušić & Mlađen, 2020).

In previous studies, various mathe-
matical methods and tools have been 
used to solve the problem of predicting 
construction costs and cost overruns in 
construction projects, such as simple and 
multiple linear regression, “soft compu-
ting” methods, such as: neural networks, 
machine learning, fuzzy logic, etc. (Ple-
bankiewicz, 2018). It was found that 
the experience of contractors in previ-
ous construction projects is an impor-
tant element that can help to avoid mis-
takes and increase the chances of suc-
cess of future projects in the construction 
phase. Construction cost data collected 
from previous projects can be useful for 
estimating costs in different phases of the 
project life cycle using linear regression 
and “soft computing” methods (Tijanić, 
Car-Pušić & Šperac, 2019).

Researchers have developed seve-
ral linear regression models to analyse 
costs and cost estimation depending on 
different variables, such as construction 
time (Žujo, Car-Pušić & Brkan-Vejzo-

Scientific Review – Engineering and Environmental Sciences (2020), 29 (3), 366–376
Sci. Rev. Eng. Env. Sci. (2020), 29 (3)
Przegląd Naukowy – Inżynieria i Kształtowanie Środowiska (2020), 29 (3), 366–376
Prz. Nauk. Inż. Kszt. Środ. (2020), 29 (3)
http://iks.pn.sggw.pl
DOI 10.22630/PNIKS.2020.29.3.31

Diana CAR-PUŠIĆ1, Ksenija TIJANIĆ1, Ivan MAROVIĆ1, 
Marko MLAĐEN2

1 University of Rijeka, Faculty of Civil Engineering
2 GT-Trade d.o.o., Split, Croatia

Predicting buildings construction cost overruns on the basis 
of cost overruns structure



Predicting buildings construction cost overruns on the basis of cost overruns structure 367

vić, 2010), structure type, building area, 
number of floors, floor height (Alshamra-
ni, 2017), geotechnical and construction 
variables (Petroutsatou, Lambropoulos & 
Pantouvakis, 2006), etc. Cost estimation 
models based on linear regression and 
construction time as an independent va-
riable (predictor) (Žujo et al., 2010) could 
be considered as an inverse problem com-
pared to the well-known Bromilow time–
–cost (TC) model (Bromilow, 1969). 
While this approach can be criticized for 
its simplicity due to only one independent 
variable, numerous other studies have 
been carried out which led to the estab-
lishment of country/area specific models 
with high accuracy (Chan & Kumaraswa-
my, 1999; Chan, 2001; Car-Pušić, 2004). 
In some studies, this inverse Bromilow 
model has been used as a basis for the de-
velopment of hybrid cost estimation mo-
dels combining regression and neural net-
works (Petrusheva, Zileska-Pancovska, 
Žujo & Brkan-Vejzović, 2017; Petrus-
heva, Car-Pušić & Zileska-Pancovska, 
2019; Car-Pušić & Mlađen, 2020).

The use of artificial neural networks 
for cost estimation with construction time 
as an independent variable has been inve-
stigated by several authors (Petrusheva 
et al., 2017; Tijanić & Car-Pušić, 2019; 
Tijanić et al., 2019). Some other authors 
(Hegazy & Ayed, 1998; Attala & Hegazy, 
2003; El-Kholy, 2015) developed models 
for predicting the extent of cost overruns 
in construction projects based on regres-
sion analysis and neural networks.

The main research goal

The main research goal is to identify 
the discrepancy between realized con-
struction costs and contractually agreed 

costs for construction projects and to 
analyse the reasons for the discrepan-
cies, based on the available data for the 
high-rise buildings (Mlađen, 2017). The 
discrepancy is usually due to quantity 
variances compared to the contractually 
agreed quantities, which are due to un-
foreseen and sometimes additional work 
as a result of change orders by the cus-
tomer. According to the Croatian Cham-
ber of Economy and Croatian Employers 
Association, “additional works are those 
which have not been contractually agreed 
and are not necessary for the performance 
of the contract, but which are required by 
the client”, and “unforeseen works are 
urgent works which the contractor has 
to carry out without the consent of the 
client in order to maintain the stability 
and safety of the building, the environ-
ment and persons or for the smooth regu-
lar execution of the works, and here are 
other unforeseen works which are neces-
sary for technological and/or functional 
reasons for the regular execution of the 
contractually agreed works” (Hrvatska 
Gospodarska Komora, 2017). 

The above definition of unforeseen 
works emphasizes, inter alia, that unfore-
seen works are carried out to preserve 
the environment and the people living 
in it, which is one of the components of 
sustainable construction. Construction 
is an important area for achieving the 
objectives of sustainability (sustainable 
development), as it concerns all three 
aspects of sustainability: economic de-
velopment, social development, and 
environmental protection. The first step 
towards sustainability of buildings is to 
think about the life cycle of a building, 
whereby sustainable construction sho-
uld be seen as a comprehensive process 
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capable of understanding and meeting 
the needs and requirements of users whi-
le reducing environmental impact and 
life cycle costs (Vezilić Strmo, Senjak & 
Štulhofer, 2014; Biolek, Hanak & Maro-
vić, 2017).

As construction costs are a signifi-
cant part of the life cycle of any building, 
it is very important to plan them properly, 
avoid overruns and achieve a sustainable 
project outcome. A sustainable project 
outcome has positive benefits and long-
-term social, economic, and environ-
mental impacts. A project is successful if 
it achieves the objectives or needs defi-
ned in the acceptance criteria within an 
agreed time frame and budget. The main 
criteria for measuring the success of pro-
ject implementation methods are cost, 
quality, time, safety, and how the project 
ultimately achieves its intended purpose 
(Fong, Avetisyan & Cui, 2014).

Taking all these aspects into account, 
the main goal of this work is to model 
the relationship between the realized and 
contractually agreed construction costs 
with the best possible accuracy by ap-
plying linear regression and “soft com-
puting” methods, and to contribute in 
this segment to bringing the construction 
project to a sustainable level.

Research hypothesis

According to the available data, the 
realized construction costs very often 
exceed the contractually agreed costs. 
Therefore the following research hy-
pothesis shall be tested: Three types of 
works cause the cost discrepancy with 
different effects on them. Further, there 
is a relationship between realized and 

contractually agreed construction costs 
and this can be modelled with acceptable 
accuracy.

Methodology

The data for this study were collec-
ted by interviewing the site managers re-
sponsible for the individual construction 
projects. The site managers also provided 
the author with project documentation. 
By studying and analysing the documen-
tation and the information obtained in in-
terviews, a database was created, which 
includes 24 public and private high-rise 
buildings – new construction, renovation 
and reconstruction – built between 2006 
and 2017 in Istria County, Republic of 
Croatia. The database contains basic data 
on the constructed buildings, such as the 
type of intervention, the year of con-
struction and data on the contractually 
agreed and realized construction costs. 
Data were also collected on the types of 
works that caused the cost differences: 
differences in quantity, additional works, 
unforeseen works (Mlađen, 2017). Pro-
jects of similar or identical nature and 
complexity were taken into account to 
make the research result as credible as 
possible.

A summary of the data collected is 
presented in Table 1. More detailed in-
formation on the projects is available 
from the authors of this paper and at 
Mlađen (2017).

For the data collected, the main sta-
tistical indicators of total cost overruns 
and cost overruns caused by differences 
in quantities, unforeseen works and ad-
ditional works were calculated. A model 
was then developed to estimate the reali-
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zed construction costs with the lowest er-
ror value using linear regression, neural 
networks, and support vector machine.

A review of the literature has shown 
that these methods give very good results 
when applied to similar data sets as in 
this paper (Attala & Hegazy, 2003; Car-
-Pušić, 2004; Žujo et al., 2010; El-Kho-
ly, 2015; Petrusheva et al., 2017; Tijanić 
& Car-Pušić, 2019; Tijanić et al., 2019). 
In a comparable case, the authors of this 
paper decided to investigate the applica-
bility of the selected methods in estima-
ting construction costs to obtain models 
that could be helpful in future cost esti-
mates. Furthermore, the methods proved 
to be suitable given the amount of data 
collected.

Statistical indicators

The basic statistical indicators for the 
collected database, which are presented 
in Table 2, are calculated. The average 
cost overrun of the contractually agreed 
construction costs is 12.15% with a stan-
dard deviation of 11.87%.

According to the relevant Croatian le-
gislation accompanying the construction 
works, as it said, there are three types of 
possible differences between contractual 
and realized works, which may lead to 
cost differences: differences in quantity, 
additional works, and unforeseen works. 
The quantities of work may be larger 
or smaller, resulting in higher or lower 
costs (Q). They are calculated using the 

TABLE 1. Summary of the data collected (Mlađen, 2017)
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average [EUR]
New private 
investment 10 2014 127 164.81 149 995.80 4 340.57 16 514.00 1 976.42

Renovation and 
reconstruction of 
private investment

8 2014 52 752.97 57 588.75 –668.43 3 626.03 1 878.18

Renovation and 
reconstruction of 
public investment

6 2012 38 723.57 43 189.77 2 197.03 1 960.05 309.12

TABLE 2. Statistical indicators of costs overruns (own studies)

Specification OB% Q(EUR) Q% A(EUR) A% U(EUR) U%
Average 12.15% –2 135.02 –48.36% 8 579.52 97.83% 1 526.85 50.53%
Standard deviation 11.87% 17 747.40 184.70% 19 537.05 112.67% 2 942.24 168.63%

A – costs incurred by additional works, U – costs incurred by unforeseen works, OB – optimism bias.
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same unit prices agreed in the contract 
as for the contracted quantities. Unfore-
seen works are important because they 
are essential for the stability of the struc-
ture, safety, and environmental protec-
tion. They give rise to additional costs 
(U), especially as they are calculated 
using the new unit prices which are not 
laid down in the basic contract. Addi-
tional works are not agreed in the basic 
contract without contractually agreed unit 
prices. There are works that are required 
by the client and are not indispensable, 
which generates additional costs (A). 
There is no doubt that they are all the re-
sult of poor preliminary planning.

The “optimism bias” is defined as 
the tendency for a project’s costs to be 
underestimated and/or benefits to be 
overestimated. It is expressed as the 
percentage difference between the esti-
mate at appraisal and the final outturn 
(MacDonald, 2002). Formula (1) is used 
for calculation:

100 [%]realized value contracted value
optimism bias

contracted value

−≡

The range of optimism bias regard-
ing contracted and realized costs is be-
tween 1.6% and 41.5%, which in practi-
ce can be regarded as frequent and usual 
cost overruns. Cost overruns of 50–60% 
and more, sometimes even 100%, can be 
considered very high, with negative ef-
fects on the quality of the samples and 
the final model.

Figure 1 shows the structure of the 
deviations, which indicate that the main 
cause of cost overruns is additional 
work that is not necessary but is carried 
out at the request of the client after the 
construction contract has been signed. 

They account for 97.83% of the total 
cost overrun, with a standard deviation 
of 112.67%. This shows that the plan-
ning of the project budget by the client 
at the project preparation stage is not 
appropriate.

Unforeseen work contributes to the 
exceedance with 50.53% with a standard 
deviation of 168.63%. This indicates in-
sufficient and inadequate previous inve-
stigation work, which can be considered 
a serious deficit in terms of sustainable 
construction. In this study, the quantity 
deviation speaks in favour of quantity dif-
ferences, i.e. it is negative (–48.36%) with 
a standard deviation of 184.70%. The con-
tractually agreed quantities are on avera-
ge higher than the services provided. Al-
though these statistical indicators may 
seem strange at first glance, the expla-
nation lies in the number of cases in the 
database, the variety of properties and the 
type of construction work. These are the 
reasons for such large standard deviations. 

All types of cost overrun sources (Fig. 1), 
including the negative value of Q, indicate 
poor planning. These negative values sim-
ply indicate that the quantities are lower 
than contractually agreed. Otherwise, this 
is neither a normal nor a strange situation, 
but rather one that is present in even lar-
ger and more complex construction pro-
jects than those considered here (Car-
-Pušić, 2004). Although this is a better 
situation than the opposite, it is not an 
acceptable situation, as such deviations 
indicate poor planning in the prelimin-
ary phase. These analysed indicators pro-
ve the first part of research hypothesis.

(1)
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Model for predicting the realized 
construction costs

The modelling of the relationship be-
tween realized and contractually agreed 
costs based on available data was carried 
out in three steps for two groups of va-
riable cases, as shown in Table 3.

As the statistical indicators show, the 
largest cost overrun is caused by additio-
nal work that is difficult to predict and 
sometimes unjustified. For this reason, 
modelling was also carried out for the 
value of the target variable CR – A. Lin-
ear regression was used, as well as the ge-
neral regression neural network (GRNN), 

the support vector machine (SVM) and 
the radial basic function neural network 
(RBF). A multilayer perceptron (MLP), 
which is very often used for data estim-
ates, was not applicable because the 
database did not have enough data.

The predictive modelling software 
the DTREG was used, which is a power-
ful statistical analysis program that ge-
nerates neural networks and other tech-
niques (support vector machine, gene 
expression programming, discriminant 
analysis, linear and logistic regression 
model, etc.) that describe data relation-
ships and can be used to predict values 
for future observations (Sherrod, 2014). 

FIGURE 1. Structure of the cost overrun source (own studies)
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TABLE 3. Steps and groups of variables in modelling the ratio of realized and contracted costs (own 
studies)

Step Data nature
First group of variables pairs Second group of variables pairs
predictor target predictor target

1 original data CC CR CC CR – A

2 original optimism 
bias data OB CR OB CR – A

3 natural logarithms lnCC lnCR lnCC ln(CR – A)

CC – contracted cost of construction, CR – realized cost of construction, CR – A – realized cost of con-
struction minus costs of additional works, OB – optimism bias, lnCC – natural logarithm of contracted 
cost of construction, lnCR – natural logarithm of realized cost of construction, ln(CR – A) – natural 
logarithm of realized cost of construction minus natural logarithm of costs of additional works.
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The DTREG software is characterized 
by the self-optimization of the model pa-
rameters to give them the smallest error 
in the estimation (Tijanić et al., 2019). 

The natural logarithms of the vari-
ables were modelled based on Bromilow’s 
time–cost model (Bromilow, 1969). In 
this study the model in formula (2) was 
assumed as follows:

F
R CC E C= ⋅  (2)

where:
E – model parameter that shows the aver-
age real price for monetary value of 
construction,
F – model parameter that shows real cost 
dependence of contracted cost changes.

Taking the logarithm results in for-
mula (3):

ln ln lnR CC E C= +   (3)

By checking the value of t-statistics 
(62.64 with p < 0.00001, DF = 1 and 
R2 = 0.993), it was found that a regres-
sion function can be applied (Car-Pušić 
& Mlađen, 2020).

Results and discussion

The results for coefficient of deter-
mination (R2) and mean absolute per-
centage error (MAPE) are shown below. 
The MAPE and R2 are most often used 
estimators of the accuracy of the model 
(Petrusheva, Car-Pušić & Zileska-Pan-
covska, 2016). The MAPE is a measure 
of prediction accuracy and it is defined 
by formula (4):

1 [%]realized valus contracted value
MAPE

N realized value

−=

Coefficient of determination indi-
cates how well data points match the ap-
proximation function which is obtained 
from the model – it is a measure of the 
general match of the model. The value 
R2 = 0.9700 can be interpreted as: 97% 
of the variation in the response can be 
explained by the predictor variables. The 
remaining 3% can be attributed to un-
known variables or inherent variability 
(Petrusheva et al., 2016).

The results obtained by data proces-
sing from Table 3 are given below. Given 
the nature of the data used, the results are 
shown in steps 1 to 3. Within each step, 
cost estimation models are developed 
by modifying the target variable and the 
predictor variable, all with the aim of ob-
taining a model with the lowest possible 
estimation error.

Step 1. Use of original data:
Model I: Target variable CR is func-
tion of predictor variable CC 
[CR = f(CC)];
Model II: Target variable CR – A is 
function of predictor variable CC 
[CR – A = f(CC)].
Table 4 shows the results of the men-

tioned indicators for validation data. The 
best result for RBF is for the original CC 
and CR data, but with a low R2 value. The 
reduction of additional works did not re-
sult in a more accurate model.

Step 2. Use of original optimism bias 
data:

Model III: Target variable OB for val-
ues CR is function of predictor vari-
able CC [OB(CR) = f(CC)];

–

–

–

(4)
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Model IV: Target variable OB for val-
ues CR – A is function of predictor 
variable CC [OB(CR – A) = f(CC)].
Using these models and selected esti-

mation methods, very poor results were 
obtained. The highest R2 value obtained 
is only 0.136 for SVM, while all MAPE 
values are extremely high (the lowest 
value is over 70%).

Step 3. Using data in the form of na-
tural logarithms:

Model V: Target variable lnCR is 
function of predictor variable lnCC 
[lnCR = f(lnCC)];
Model VI: Target variable ln(CR – A) 
is function of predictor variable lnCC 
[ln(CR – A) = f(lnCC)].
Using natural logarithms, the highest 

values of R2 and the lowest values of 
MAPE were obtained, as can be seen 
from Table 5.

Good results were obtained when 
lnCC and lnCR were used as variables 
instead of the source values using lin-
ear regression and SVM. The best mo-
del accuracy is MAPE = 0.522%, with 
R2 = 0.994. These values indicate a mo-

–

–

–

del of acceptable accuracy. This proves 
the second part of research hypothesis. 
Again, the accuracy of the model was 
not improved by excluding the value 
of the additional work. Nevertheless, 
it is still claimed that the cost overruns 
caused by additional work are unreason-
ably high and indicate poor planning and 
project management by the client at the 
design stage of the project. This can be 
facilitated by the application of a real-
istic project cost planning model and the 
commitment of the project manager by 
the client.

Conclusions

The experience of construction 
practice indicates that the construction 
costs are overrun frequently in construc-
tion projects. By analysing the structure 
of the works that lead to the construction 
cost overrun, this research has deter-
mined that the main cause lies in additio-
nal works as the result of client’s vari-
ation orders, which are not necessarily 

TABLE 4. Results for linear regression and neural networks for Model I and II (own studies)

Model Statistic LR GRNN SVM RBF

I
R2 0.988 0.605 0.345 0.556

MAPE% 13.824 35.130 14.814 10.976

II
R2 0.950 0.398 0.222 0.000

MAPE% 18.700 68.858 18.291 13.407

TABLE 5. Results for linear regression and neural networks for Model V and VI (own studies)

Model Statistic LR GRNN SVM RBF

V
R2 0.994 0.952 0.992 0.875

MAPE% 0.522 1.268 0.529 1.267

VI
R2 0.990 0.928 0.992 0.963

MAPE% 0.643 1.320 0.578 1.022
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needed but are carried out at the request 
of the investor after signing the constru-
ction contract. Additional works account 
for 97.83% of the total cost overruns, 
thus confirming the research hypothe-
sis. This is the result of poor planning by 
the client at the conceptual stage of the 
project.

Adequate planning of the project 
budget using the appropriate model will 
undoubtedly help to reduce construction 
cost overruns. A more accurate budget 
estimate contributes to the successful 
implementation of the project and is one 
of the construction sustainability criteria. 
Therefore, it is justified and important to 
keep exploring the possibilities of the dif-
ferent methods of cost forecasting. In this 
research, linear regression analysis and 
several “soft computing” methods have 
been applied to source data and natural 
logarithms. The natural logarithms of the 
variables were modelled on the basis of 
Bromilow’s time–cost model, i.e. by hy-
brid modelling (by using linear regression 
and “soft computing” methods). The re-
sults of the analysis indicate that better res-
ults have been achieved by using hybrid 
modelling comparing to source data. De-
spite the small database, the assumption 
that hybrid models and the use of logarith-
mic data can provide better indicators of 
the accuracy of cost prediction models has 
been confirmed, thus confirming the re-
search hypothesis. Given that it has been 
affirmed several times (Petrusheva et al., 
2016; Petrusheva et al., 2017; Petrusheva 
et al., 2019), it is recommended to try to 
model the cost-time relationship in con-
struction projects in the way presented.

Excluding the value of additional 
work from the total construction costs 
has not improved the accuracy of the de-

sign model. However, this does not mean 
that these works are justified, but rather 
that they should be avoided with as much 
planning as possible in the conceptual 
phase of the project.
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Summary

Predicting buildings construction cost 
overruns on the basis of cost overruns 
structure. In construction practice, contrac-
tually agreed costs are often exceeded, which 
interferes with the sustainable realization 
of construction projects. The research de-
scribed in this paper covers 24 new constru-
ction, renovation and reconstruction projects 
in the Republic of Croatia realized in the 
years 2006 to 2017, in order to analyse the 
occurrence of cost overruns more precisely 
with regard to the source of the overruns. It 
was found that additional work is the main 
source of cost overruns: firstly, additional 
work as a result of the client’s change orders 
and then unforeseen construction work as a 
result of unforeseen circumstances. As for 
the additional works, they are carried out at 

the client’s request and are not necessary for 
the safety and stability of the building. Using 
linear regression and “soft computing” 
methods, the possibility of modelling the re-
lationship between contractually agreed and 
realized construction costs with satisfactory 
accuracy was tested. The model with the 
values of the natural logarithms of the vari-
ables, modelled according to the time–cost 
model of Bromilow, proved to be of the 
highest accuracy.
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Introduction

Over the years, the European Union’s 
energy policy (Directive 2010/31/EU) 
has been applying increasingly restric-
tive requirements concerning thermal in-
sulation in buildings. The environmental 
assessment of residential buildings in-
cludes, among others, the environmental 
load associated with energy consumption 
and the accompanying atmospheric pol-
lution (Korentz & Nowogońska, 2018). 
The selection of the appropriate thermal 
insulation system becomes a critical 
matter (Fedorczak-Cisak et al., 2019b; 
Fedorczak-Cisak et al., 2020) due to eco-
logical awareness and the constantly ris-
ing costs of heating buildings with con-
ventional energy (Radziszewska-Zielina 
& Rumin, 2016; Romanska-Zapala et 
al., 2018; Kisilewicz, Fedorczak-Cisak 
& Barkanyi, 2019). As a result, solutions 
that utilise renewable energy sources are 

sought. These include systems that utilise 
transparent thermal insulation (Kersch-
berger, 1994; Buratti & Moretti, 2011).

In Radziszewska-Zielina and Śla-
dowski (2017a, 2017b), Fedorczak-Ci-
sak et al. (2019a), it is suggested to ana-
lyse various alternatives of carrying out 
projects and the associated costs during 
the initial analysis of a project’s feasibil-
ity. In Radziszewska-Zielina and Rumin 
(2016), it was proven that the profit-
ability of a given project depends on the 
technical solutions used to complete it. 
Biolek and Hanák (2019) proposed a so-
lution that can aid real estate developers 
in making decisions in selecting material 
solutions while accounting for life-cycle 
costs (LCC). The growing pressure to 
introduce sustainable building is linked 
with increasingly rigorous requirements 
as to the profitability of construction or 
renovation projects and the occupancy of 
buildings, in addition to decreasing their 
impact on the environment. An overview 
of structural and material solutions of 
building partitions that account for sus-
tainable development was presented in 
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Gicala and Sobotka (2017). Radziszew-
ska-Zielina and Kania (2017), Radzi-
szewska-Zielina, Kania and Śladowski 
(2018) pointed to a range of problems 
and difficulties in the selection of tech-
nologies with which to carry out con-
struction projects. The specificity of 
cooperation, including communication 
during the carrying out of construction 
projects in Ukraine, Poland and Slova-
kia, was presented by Radziszewska-
-Zielina (2010, 2011). Communication, 
coordination and material quality control 
was presented in the context of client 
satisfaction with structural system qual-
ity by Blaževska-Stoilkovska, Hanák 
and Žileska-Pančovska (2015).

The subject matter of thermal in-
sulation in buildings is an important 
and multi-aspect subject. Contrary to 
traditional thermal insulation systems, 
wherein thermal insulation is to mini-
mise heat loss from the building’s in-
terior, transparent insulation also al-
lows for generating energy from solar 
radiation. This is performed via the use 

of transparent materials that can be pe-
netrated by sunlight and that retain high 
thermal insulation properties. The insu-
lation system in question combines the 
properties of translucent materials (such 
as window glazing) which can be easily 
penetrated by shortwave radiation, with 
those of materials with high thermal in-
sulation properties, such as mineral wool 
or polystyrene foam. The combination 
of these two opposing characteristics has 
created a partition with a solar radiation 
penetration rate of around 50% yet with 
a heat transfer coefficient that is often 
twice as high as coefficients for typical 
insulation materials used in construction. 
In the case of applying transparent insu-
lation to a building’s walls, it was po-
ssible to create a partition that allows for 
more heat gain than loss (Fig. 1).

We can obtain two types of partitions 
when using transparent insulation mate-
rials. These are:

daylight walls – solar radiation en-
ters the building’s interiors directly, 
i.e. the partition is a layer that lets 

–

FIGURE 1. Illustration of heat balance for partitions with a typical (traditional) thermal insulation and 
transparent thermal insulation
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though solar radiation and natural 
light, which allows their absorption 
by internal partitions and furnish-
ings, in addition to daylighting the 
interior using scattered light. The 
partition forms a system that allows 
direct heat and light gain;
solid partitions – opaque partitions 
covered with a layer of transparent 
insulation. Solar radiation and day-
light passes through the insulation 
layer and enters the accumulation 
or accumulation–collection layer, 
which absorbs the radiation energy 
and indirectly transfers the stream of 
heat inside. In this case, we are de-
aling with a system of indirect heat 
gains.
In both cases we are dealing with heat 

gain surpassing heat loss. Transparent 
insulation systems can be designed both 
for newly erected buildings and those 
that are to undergo energy retrofitting.

This article presents the transparent 
thermal insulation market as viewed by 
its manufacturers. The study was per-
formed using a questionnaire. The au-
thors also referred to the Polish domestic 
market in the study and its conclusions.

Method and tools

The objective of the study was to 
analyse the application of transparent 
thermal insulation in the European con-
struction sector, determine the popular-
ity of various technologies and materials 
used in their manufacturing, gauge the 
competition between transparent insula-
tion manufacturers, and explore invest-
ment in the development of new transpa-
rent insulation technologies and trends in 

–

transparent insulation demand as repor-
ted by manufacturers.

The survey questionnaire prepared 
for the study was shared online through 
Google Forms in 2019. The research 
sample was determined via a list of 
transparent insulation manufacturers 
active on the European market, as pre-
sented by Ujma (2003) and the members 
of “Fachverband Transparente Wärme-
dämmung”, a German organisation that 
connects research institutes and manu-
facturers who develop, produce and sell 
a range of transparent insulation pro-
ducts. The current member list can be fo-
und on the association’s website (PATI, 
2020). Some of the surveyed companies 
were featured on both lists. The final 
survey addressee list comprised twenty 
companies: fourteen from Germany, five 
from Switzerland and one from Austria. 
The respondents were largely composed 
of experts appointed to fill out the survey 
on behalf of their respective companies.

Results

The first question pertained to the 
popularity of direct and indirect heat 
gain systems. The use of transparent in-
sulation in direct heat gain systems was 
the most popular (88.2% of respondents 
picked this solution). Transparent insula-
tion manufacturers present on the Euro-
pean market were primarily oriented to-
wards new development projects, mostly 
commercial or public ones, which typi-
cally use transparent facades with this 
system.

The next group of questions con-
cerned the materials used in manufac-
turing transparent insulation, which 
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materials had the largest share in manu-
facturing volume and whether there was 
ongoing research on implementing new 
or further developing existing materials.

The percentage share of materials 
used in the production of transparent in-
sulation by respondents (Fig. 2) demon-
strates that glass (82.2%) and synthetic 
materials were used the most frequently.

The respondents largely indicated 
that they were working on improving 
their products at the time of filling out 
the survey. The greatest share of respon-
dents declared they were working on 
improving their current products and on 
combining different transparent insula-

tion systems. The group that aspired to 
finding new material solutions for their 
products was the smallest (Fig. 3).

It can be concluded that the current 
state of the art concerning available ma-
terials and their properties enables the 
pursuit of more advanced solutions and 
their application in transparent insulation 
systems, as systems based on new sub-
stances are currently being researched.

One of the problems under study was 
the scale of manufacturing ready-to-use 
transparent insulation products. To this 
end, the respondents were asked to re-
port their yearly production volume of 
insulation products in square metres.

FIGURE 2. Types of materials used by respondents in transparent insulation manufacturing

FIGURE 3. Structure of answers to the question concerning the method of applying improvements to 
products
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Almost half of the respondents 
(47.1%) reported a yearly production 
volume exceeding 5,000 m2 of product 
(Fig. 4). Figure 5 describing the trend 
in yearly production rate demonstrates 
that nearly over a half of the respondents 
(52.9%) reported a stable production 
rate, while around 40% reported a rise 
in production rate over the last couple of 
years. The remaining companies noted 
a decline in transparent insulation pro-
duction rate.

Over half (52.9%) of the respondents 
engaged in transparent insulation manu-
facturing only, while the remainder also 
offered the installation of finished insu-
lation products, with the yearly volume 

of installed insulation reported as shown 
in Figure 6.

In summary, it can be concluded that 
there is demand for this type of insula-
tion in Europe and this primarily applies 
to direct gain transparent insulation sy-
stems. The products of the companies 
who participated in the survey that are 
dedicated to the European market are 
largely complete systems that can be in-
stalled by construction companies with 
appropriately trained staff.

The majority of the respondents 
(52.9%) rated the demand for transparent 
insulation in Europe as high, while 23.5% 
rated it as low and a similar number of re-
spondents found it hard to assess.

FIGURE 4. Structure of answers to the question concerning the yearly production rate of transparent 
insulation by surveyed companies

FIGURE 5. Trend in the yearly transparent insulation production rate among surveyed manufacturers
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It was observed that the country with 
the largest amount of transparent insula-
tion consumers in Europe was Germany 
(Fig. 7). All of the companies that took 
part in the survey reported they had com-
pleted at least one order from this coun-
try (100%). Great Britain came second 
(47.1%), while Austria, the Netherlands 
and Switzerland jointly came in third, 
with 41.2% each).

The respondents, when asked to iden-
tify the country where they had the most 
orders related to projects applying trans-
parent insulation, pointed to Germany 
(94.1%) and then to Switzerland (5.9%). 
When listing the country their company 
was based in, most respondents repor-
ted Germany (82.4% Germany, 11.8% 
Switzerland, 5.9% Austria).

FIGURE 6. Yearly production rate of transparent insulation products reported by manufacturers

 
FIGURE 7. Countries in which respondents carried out projects involving transparent insulation
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Only one of the companies that took 
part in the survey had taken part in a con-
struction project in Poland, while the vast 
majority declared they had no share in 
the Polish construction market. This was 
probably affected not only by the higher 
cost of transparent insulation, but also 
by difficulty in obtaining subsidies for 
applying solutions based on renewable 
energy in development projects. The de-
veloper must also go through periodical 
energy auditing procedures, monitor and 
document energy consumption data and 
the savings it brought (2016 Energy Per-
formance Act). Another essential matter 
are the costs of administrative fees for 
submitting applications for subsidies, 
the cost of energy audits and applica-
ble documentation, as well as defining 
whether the costs do not outweigh the 
benefits obtained via subsidy. Accord-
ing to a study performed by Go4Energy 
enterprise in 2014, representatives of the 
Polish construction sector (Augustyniak 
& Berezowski, 2014) saw the greatest 
barriers to energy-efficient buildings in, 
among others, the low accessibility to 
subsidies and the low amount of obtain-
able funds, the lack of a state-operated 
incentive system, high initial investment 
costs, complicated procedures and the 
long wait times associated with obtaining 
necessary approvals, the lack of political 
support for energy-efficient building or 
legislation which does very little to pro-
mote this branch of construction. Most 
respondents were of the opinion that Po-
land would not become a country where 
they would be likely to carry out projects 
and where transparent insulation would 
be used. Almost half of the respondents 
did not express a clear opinion on par-
ticipating in projects in Poland, while 

only one company declared a willing-
ness to do so. The subject of transpar-
ent insulation was discussed at length 
in Polish publications around ten years 
ago. There was also one transparent in-
sulation system available on the market 
at the time. Interest in these solutions 
was so minuscule in recent years that it 
is no longer offered. Clients were mostly 
interested in solutions that had cheap 
initial investment costs, i.e. traditional 
thermal insulation systems employing 
mineral wool or styrofoam. In the opin-
ion of the authors, transparent insulation 
systems were not presented sufficiently 
well to potential consumers in terms of 
their possible benefits.

The respondents, when asked whether 
they thought there was significant com-
petition on the transparent insulation 
market, largely gave a negative answer 
(53%), while 23.5% rated competition as 
significant and a similar number reported 
it was hard to assess. The respondents 
were then asked to report the number of 
companies with which they competed on 
the market. The results have been pre-
sented in Figure 8. As many as 47.1% 
of respondents declared they competed 
with 5–10 companies. It was observed 
that, in the respondents’ opinion, the 
number of companies they competed 
with on the transparent insulation market 
was not high and that the companies that 
took part in the survey were not hindered 
in achieving their market goals.

Company representatives were asked 
to identify the period when their compa-
nies entered the transparent insulation 
market, as presented in Figure 9. Over 
70% of the surveyed companies were 
present on the market for over 25 years.
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FIGURE 8. Structure of answers to the question concerning the number of companies the respondents 
competed with 

FIGURE 9. Period when the surveyed companies entered the transparent insulation market

FIGURE 10. Company employee count
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Almost 60% of the companies who 
participated in the survey had an em-
ployee count of more than 50 (Fig. 10). 
Exactly 41.2% of companies employ up 
to 50 people. Small and medium-sized 
companies were predominant.

When analysing the information pre-
sented above, it can be concluded that 
the companies which participated in the 
survey had a confident market position, 
their many years of experience and em-
ployees counts were supported via regu-
lar orders, a stable reputation and suffi-
cient demand present in the transparent 
insulation market in Europe.

The authors are aware that the study 
results presented herein are one-sided. 
To have a full picture of the transparent 
insulation market, one would have to 
study consumers, study the opinions of 
potential clients from various countries 
concerning transparent insulations, and 
analyse supply and demand. Studies of 
secondary sources and analyses of docu-
ments, reports, statistics and publications 
would also have to be performed. This 
will be explored in future studies.

Conclusions

The application of transparent insu-
lation is associated with higher develop-
ment costs, yet the potential return on 
investment in the form of savings during 
the occupancy stage can convince some 
developers to invest in it. The appearance 
of building facades after the application 
of transparent insulation is also attractive 
to clients.

Based on the presented survey re-
sults, it can be concluded that Europe 

successively increases its energy effecti-
veness, while the transparent insulation 
market can be considered to prosper. 
However, this prosperity is not equally 
distributed between countries, as indirect 
heat gain transparent insulation systems 
were viewed the most favourably in Ger-
many. Great Britain came second, while 
Austria, the Netherlands and Switzerland 
jointly came in third.

Based on an observation of thermal 
insulation systems used in Poland, it can 
be observed that interest in transparent 
insulation is much lower there than in 
other European countries, particularly 
Western European ones. Most respon-
dents were of the opinion that Poland 
would not become a country where they 
would be likely to carry out projects and 
where transparent insulation would be 
used. The main barriers include: an in-
sufficient dissemination of knowledge 
concerning benefits derived from the use 
of transparent insulation, the high initial 
investment cost, potentially complicated 
assembly systems and a relatively long 
break-even period. Clients are mostly 
interested in solutions that have cheap 
initial investment costs, i.e. traditional 
thermal insulation systems employing 
mineral wool or styrofoam.

At present, further measures and 
programmes focusing on rational ener-
gy management are necessary, as deve-
lopers could be motivated via a system 
of financial incentives, as well as the 
liberalisation of current procedures and 
requirement criteria for obtaining subsi-
dies for newly-designed and modernised 
buildings.
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Summary

Transparent insulation materials 
market in Europe. This paper presents the 
European market of transparent insulation 
materials as viewed by manufacturers. The 

objective of the study was to analyse the ap-
plication of transparent insulation materials 
in the construction sector across Europe, 
determine the popularity of various tech-
nologies and materials used to manufacture 
them, the competition among transparent 
insulation manufacturers, investment in the 
development of new transparent insulation 
technologies, and trends in demand for trans-
parent insulation in Europe. The analysis 
was performed on the basis of a survey of 
manufacturers. The use of transparent insu-
lation is associated with high cost, yet the 
potential return on investment in the form 
of savings over the course of a building’s 
life-cycle convinces many potential develo-
pers to apply these materials. Based on the 
results of the survey, it can be concluded that 
European companies follow the increase in 
energy-efficiency and the transparent in-
sulation market is prosperous, yet differs 
from country to country. It was observed 
that the positive perception of indirect heat 
gain transparent insulation systems was the 
most prevalent in Germany. The paper also 
explores the situation on the author’s dome-
stic market – the Polish transparent thermal 
insulation market.
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Introduction

Construction projects delivery was 
characterized by Ochieng and Price 
(2009), as a complex process taking 
place in a turbulent environment with un-
predictable work patterns, especial 
work and temporarily organized teams. 
In addition, the construction industry is 
characterized by limited resources and 
a high level of competition. Limited re-
sources and a competitive environment 
determine knowledge and information 
as a particularly important resource for 
the development of the construction 
industry.

After the concept of knowledge ma-
nagement was first applied in construc-
tion projects, scientists began a discus-
sion on how to manage knowledge and 

information in specific projects, taking 
into account the problems associated 
with the specifics of the construction in-
dustry. A significant part of the work was 
aimed at the analysis of knowledge man-
agement in one organization, in which 
knowledge is considered as a valuable re-
source or intellectual asset (Pryke, 2005; 
Ochieng & Price, 2009; Trach, Pawluk 
& Lendo-Siwicka, 2020). A study of 
knowledge management between pro-
ject participants will provide research-
ers with an improved understanding of 
the processes and will further improve the 
construction projects efficiency. Recen-
tly, the integration of the general knowl-
edge of participants in a construction 
project has been gaining importance.

The integration of knowledge is a 
process in which people who have previ-
ously gained experience in specialized 
fields of knowledge share it in order to 
achieve a common result. The know-
ledge integration brings together project 
participants and can mitigate the short-
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comings that arise due to the fragment-
ation of the construction project stages. 
The knowledge integration between or-
ganizations involved in the construction 
project delivery has already attracted 
researcher’s attention. Baiden, Price 
and Dainty (2006) supposed that a joint 
project team can be very effective, as 
team members from different organiza-
tions create a pool of different skills and 
knowledge. Nicolini, Holti and Smalley 
(2001) indicated that when managing a 
construction project, not only material 
resources and information should be in-
tegrated, but also the knowledge and par-
ticipants experience. Briscoe and Dainty 
(2005) also studied topical issues con-
struction project integration and came 
to the conclusion that the knowledge 
in the project is as important as the is-
sues of communication and information 
exchange.

A communication network is one 
of the elements of a knowledge mana-
gement system in projects and serves 
to organize and maintain information 
links between project participants. Pryke 
(2012) defined the construction project 
as a network of organizations connected 
by information flows and relationship 
communication networks. Successful 
project management very often depends 
on the effectiveness of relationships 
between project team members (PMI, 
2001; Trach & Lendo-Siwicka, 2018). 
The communication of project teams 
includes individuals, information flows 
(knowledge, information), tools for pro-
cessing information flows and barriers 
that arise in the way of information.

Scientists often use social network 
analysis (SNA) to identify key elements 
in social, biological, physical, commu-

nication, transport and other networks 
(Marsden & Lin, 1982). Recently, net-
work analysis has been used in studies 
directly related to construction, in parti-
cular for the analysis of projects struc-
ture. One of the first articles was de-
voted to communication problems 
between the project main participants: 
client, project manager, architect and 
contractor (Loosemore, 1998). Madani, 
Daim and Weng (2017) used network 
analysis to study intelligent buildings, 
to find the most effective technologies 
and new innovative opportunities. Abb-
saian-Hosseini, Liu and Hsiang (2017) 
analysed the relationship between the 
degree centrality and effectiveness in the 
implementation of joint work by con-
struction teams. Chinowsky and Son-
ger (2011) diagnosed the networks that 
arise in construction projects, and noticed 
that there are social and informational 
connections between the project parti-
cipants. They argue that successful teams 
demonstrate a high level of communic-
ation between team members and a high 
cooperation degree. Pryke, Badi, Almad-
hoob, Soundararaj and Addyman (2018) 
analysed the self-organizing networks 
that emerged from the infrastructure pro-
ject delivery. The data obtained show 
that these networks exhibit a high de-
gree of sparseness, short paths and high 
clustering in dense communities around 
participants with many links. Among re-
cent studies, two articles should be poin-
ted out in which the authors analyse the 
relationship among participants in self-
-organizing networks of construction 
project. Using SNA allowed them to un-
derstand and identify some problems and 
shortcomings of projects (Śladowski, 
Radziszewska-Zielina & Kania, 2019). 
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Later, they discovered an anomaly in 
communication between the participants 
and proposed an optimization method 
to increase the effectiveness of using 
network communication (Radziszew-
ska-Zielina, Śladowski, Kania, Sroka & 
Szewczyk, 2019).

Social network analysis tools allow 
you to explore various indicators of net-
works that can be classified depending 
on the direction of analysis:

Indicators for analysing the network 
(graph) characteristics: density, aver-
age degree of the network, average 
path length, clustering coefficient, 
which shows how fully all project 
teams participants are involved in 
the communication structure.
Indicators for the analysis of network 
participants (nodes and edges): centra-
lity measures, indicating the disconti-
nuity degree of the project participants 
and the relationships between them.
Indicators for the analysis of commu-
nities in the network, which indicate 
the degree to which the nodes in the 
graph tend to group into communi-
ties (clusters).
The purpose of this work is the cal-

culation and analysis centrality measures 
for participants in the construction proje-
ct delivery. Centrality measures can an-
swer the following questions:

whether the node is influential or 
central to the network,
whether the node is critical for the 
flow of information in the network.

Material and methods

Social network analysis has based 
on methods and tools of graph theory. 
Mathematically, the links network in the 

1.

2.

3.

–

–

project can be represented in the form of 
an undirected graph G = (V, E), where 
V is non-empty set of nodes, and E is 
the set of pairs of the form e = (u, v), u, 
v ∈ V, which are called edges, and the 
nodes u and v are the ends of the edges. 
If we consider the project as a graph, 
then its participants will be represented 
by nodes of the graph, and the connec-
tions between them are the edges of the 
graph.

In this study, a graph is undirected 
weighted type of graph whose nodes 
(network participants) are connected 
by edges. The link strength between 
network participants is displayed 
using the measure “weight of edge”. 
The edge sets in this case consists 
of unordered pairs of nodes (u, v) = 
= (v, u) (Bornholdt & Schuster, 2003).

To investigate the communication 
network between the project partici-
pants, centrality measures of nodes were 
analysed: degree centrality, betweenness 
centrality, eigenvector centrality and 
measure of importance PageRank. For 
an undirected graph, degree centrality 
of nodes can be written as the adjacency 
matrix (Freeman, 1978). The adjacency 
matrix of the graph G = (V, E) with the 
number of nodes n is a square matrix A 
of size n in which the value of aij is equal 
to the number of edges from node i to 
node j. Thus, degree centrality of node i 
can be calculated by the formula:

 (1)

The logical continuation in the evo-
lution of degree centrality is eigenvec-
tor centrality. The significant difference 
between these two metrics is that when 



Analysis communication network of construction project participants 391

calculating of degree centrality, only the 
number of neighbouring nodes is used, 
without taking the level of their influence 
in network. Obviously, not all neighbour 
nodes are equal. In many cases, the im-
portance of a node increases due to the 
presence of links with nodes that have a 
high level of influence in network. This 
means that nodes with a few very im-
portant neighbours in their influence can 
surpass nodes with many links connect-
ing them to unimportant nodes.

Eigenvector centrality of node i is 
proportional to the sum of the centrality 
neighbouring nodes i can be calculated 
by the formula (Bonacich, 1987)

 (2)

where:
kj – eigenvalues of adjacency matrix A,
ki – the largest of them,
aij – adjacency matrix element,
xj – eigenvector centrality of node j.

The measure eigenvector central-
ity of node i, which was obtained due to 
the high level of prestige of node j, can 
distort the real influence of node i in 
network.

This problem was taken into account 
when calculating the measure of cen-
trality PageRank (Page, Brin, Motwa-
ni & Winograd, 1999). The measure of 
node PageRank is calculated using the 
formula

 (3)

where:
α, β – constants,
aij – adjacency matrix element,
xj – eigenvector centrality of node j,

kj
out – number of edges out coming from 

node j.
If the node j does not have out com-

ing edges, then kj
out is equated to one in 

order to avoid division by zero.
Measure betweeness centrality shows 

how paths connecting other participants 
pass through a network member. In 
other words, this measure indicates how 
much this participant acts as a broker 
for connections between other network 
participants. A network participant can 
influence its other participants, support-
ing, delaying or disrupting the process of 
transmitting knowledge and information. 
In any case, it has the potential to carry 
out such actions.

Measure betweeness centrality is cal-
culated as the ratio of the shortest paths 
running through a given node to the total 
number of all shortest (Freeman, 1977)

 (4)

where:
gkj(i) – number of shortest paths from 
node k to node j that pass through i,
gkj – number of shortest paths from 
node k to node j.

Results and discussion

We have analysed the communication 
network between project participants for 
residential building construction located 
in Rivne, Ukraine. Construction began 
in February 2019, and its completion 
is scheduled for September 2021. The 
study was conducted from June to July 
2019, at the stage design completion and 
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beginning of construction work. Since 
communication is considered the cen-
tral mechanism of iterative interaction 
(Mahmud, 2009), the initial stage of the 
study was identification of relationships 
between participants in construction 
project delivery. Each of its participants 
needed to determine persons with whom 
he communicated. Communication in 
the project takes place by phone, email 
or verbal form.

At the second stage of the study, 
communication strength between the 
network participants was calculated, 
that is, each graph edges were assigned 
a weight. Communication strength was 
calculated based on the method presen-
ted in Pryke et al. (2018) as a function of 
two variables: frequency and quality of 
communication. The frequency and qua-
lity of communications were calculated 
based on data collected from 17 project 
participants. An analysis of communica-
tion frequency was carried out using a 
five-point rating (less than once a week, 
once a week, several times a week, once 
a day, more than once a day, with an esti-
mate of 1 to 5 points, respectively). To 
analyse communication quality, we used 
a three-point rating scale (low, medium, 
high) and three indicators – importance, 
accuracy and timeliness.

Then value of communication 
strength between nodes i and j can be de-
termined by the formula

Eij = Fij  Qij (5)

where:
Fij – communication frequency, which is 
calculated as fij / 5,
Qij – communication quality, which is 
calculated as qij / 9.

The node weight is calculated as 
the sum of the weights of all the edges 
(communication strength) related with 
this node. An adjacency matrix of size 
17 × 17 was formed based on value of 
communication strength between all the 
participants (edge weight).

The data from the matrix were used 
to calculate centrality measures (the tab-
le) and visualize communication network 
(Figs. 1–3).

Centrality measures calculation and 
visualization were implemented using 
NetworkX library in Python program-
ming language. The positioning of graph 
nodes was implemented using Fruchter-
man–Reingold force algorithm (Spring-
Layout). In Figures 1–3, the abbreviation 
was used to Installation Design Office, 
IDO.

The analysis degree centrality of 
nodes (Fig. 1) observed a high value mea-
sure in network participants: “Project 
manager”, “Architect” and “Construc-
tion site manager”, which directly cor-
relates with number of connections with 
other network participants.

The calculation of PageRank algo-
rithm showed the same results of nodes 
importance in network as calculation de-
gree centrality.

The analysis eigenvector centrali-
ty showed the highest values of mea-
sure were among participants “Project 
manager”, “Design office” and “Con-
struction site manager” (Fig. 2). At the 
same time, nodes “Project manager” and 
“Construction site manager” received a 
high value due to that they have many 
neighbouring nodes with a low level of 
impact in network. Node “Design office” 
got a high value due to that it had few 
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TABLE. The centrality measures of the participants in construction project network

Specification Number 
of links

Degree
centrality

Betweeness 
centrality

Eigenvector 
centrality PageRank

General construction supervision 7 89.26 0 0.264 0.061
Project manager 16 180.47 0.392 0.42 0.119
Construction site manager 11 124.65 0.025 0.303 0.085
Construction works manager 9 99.39 0 0.257 0.069
Construction engineer 5 54.98 0 0.17 0.041
Architect 12 131.05 0.142 0.301 0.091
Chief engineer 7 87.73 0.008 0.271 0.06
Design office 9 106.15 0.083 0.308 0.071
Chief mechanical engineer 6 68.82 0 0.193 0.05
Surveyor department 3 36.54 0 0.122 0.03
Safety engineer 5 44.20 0 0.134 0.035
Delivery manager 5 67.95 0 0.204 0.049
Estimate department 3 28.61 0.025 0.091 0.026
Construction engineer 5 64.24 0.025 0.177 0.048
Electrical installation design office 6 82.21 0.008 0.236 0.057
Plumbing installation design office 5 70.91 0 0.211 0.05
Gas installation design office 6 84.52 0 0.238 0.059

FIGURE 1. Degree centrality of nodes
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FIGURE 2. Eigenvector centrality and measure PageRank of nodes

FIGURE 3. Betweeness centrality of nodes
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neighbours, but with a high level of in-
fluence in network.

The analysis betweeness centrality 
indicated the highest values of the mea-
sure were among the participants “Pro-
ject manager”, “Architect” and “Design 
office”, which indicates them as the main 
brokers for knowledge and information 
sharing in this network (Fig. 3).

Conclusions

Project managers often want to un-
derstand how the interaction in the pro-
ject occurs, how strong are the connec-
tions between team members, who is the 
key person, which information is trans-
mitted efficiently and which is not. Use 
of SNA and calculation of centrality me-
asures of network participants can help 
in solving these problems. Having analy-
sed the centrality measures that were cal-
culated for construction project network, 
we can conclude:

high ratings of participants “Project 
manager”, “Design office”, “Archi-
tect” and “Construction site mana-
ger” can be assessed as normal for 
this project stage, since during the 
study of network there was a trans-
ition from design stage to start of 
construction works;
the highest rating among all network 
participants for the calculated centra-
lity measures had “Project manager”. 
This is a positive fact since its main 
task is to coordinate and integrate 
project participants;
the high impact of participant “De-
sign office” in terms of eigenvector 
centrality and betweeness centrality 
indicates his importance for network 

–

–

–

communication, as he acts as broker 
and itself has connections with im-
portant project participants.
Further research will focus on conti-

nuing to analyse the project’s communi-
cations network in the next stages of its 
delivery.
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Summary

Analysis of communication network 
of the construction project participants. 
The construction industry is characterized by 
limited resources and a high level of com-
petition. Limited resources and a competi-
tive environment determine knowledge and 
information as a particularly important re-
source for the development of the constru-
ction industry. A communication network 
is one of the elements of a knowledge man-
agement system in projects and serves to 
organize and maintain information links 
between project participants. We have ana-
lysed the communication network between 
project participants for residential building 
construction using social network analysis 
(SNA). The purpose of this work is the cal-
culation and analysis centrality measures for 
participants in the construction project deliv-
ery. Centrality measures can answer the fol-
lowing questions whether the node is influ-
ential or central to the network and whether 
the node is critical for the flow of inform-
ation in the network.
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