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Introduction

Aside from integrating natural fiber ma-
terials into foamed concrete matrix, indus-
trial by-products derived from agricultural 
crops are considered as feasible resources in 
the expansion of an environmentally friend-
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ly and sustainable concrete. Each unwanted 
waste produced due to agricultural activities 
has distinguished properties that make them 
suitable in proper application in concrete. 
The wastes include oil palm kernel shell 
(OPKS), coconut shell, fly ash (Rashad, 
2016), rice husk ash (RHA), and oil palm 
shell (OPS) (Mannan & Ganapathy, 2004). 
Those are referred to as additional cementi-
tious materials due to their pozzolanic prop-
erties that improve the mechanical properties 
of solid concrete (Awang, Al-Mulali, Khalil 
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& Aljoumaily, 2014). On the other hand, the 
integration of industrial by-products in the 
foamed cellular concrete structure matrix also 
can aid in the establishment of the number 
of pores, thus creating a lighter product. By 
combining the effects of pozzolanic activ-
ity and pores generation in foamed concrete 
matrix, it will improve thermal conductivity, 
lightweightedness of foamed concrete, and 
compressive strength of foamed concrete. 
Malaysia is one of the world’s largest pro-
ducers of palm oil, where the industry gen-
erates large quantities of solid waste such as 
palm oil boiler ash (POBA). These oil palm 
wastes have contributed to a major disposal 
problem to the society and environment. On 
the other hand, global demand for concrete 
is expected to keep increasing and the price 
of concrete materials are escalating due to 
limited resources of cement, such as fine ag-
gregate and coarse aggregate. 

The scenario is a good opportunity to uti-
lise POBA to be blended with foamed con-
crete as an alternative to the conventional 
high priced concrete materials. The utilisation 
of POBA in foamed concrete has a huge po-
tential to reduce the weight of concrete with 
acceptable strength instead of being disposed 
of as waste materials. A few researches have 
been carried out to resolve the shortage of 
natural sand and the upsurge in the waste’s 
disposal problems (Flores-Johnson & Li, 
2012; Sankh, Biradar, Naghathan & Ishwar-
gol, 2014; Payá et al., 2017; Castillo-Lara et 
al., 2020; Tran & Ghosh, 2020). By utilising 
those waste into the concrete blends creates 
opportunity in solving environmental issues. 
For instance, utilising oil palm shell (OPS), 
coconut shell, and oil palm kernel shell 
(OPKS) as aggregates in concrete (Awang 
et al., 2014; Muthusamy, Zamri, Zubir, Kush-
biantoro & Ahmad, 2015) or using rice husk 
ash and palm oil fuel ash (POFA) as cement 

replacement material (Lim, Tan, Lim & Lee, 
2013), however only a few use the wastes as 
sand replacement in producing concrete. In 
2014, there are studies where the properties 
of foamed concrete replaced by the semi-pro-
cessed oil palm ash or POFA (Awang et al., 
2014) and another study (Muthusamy et al., 
2015) using POFA as cement replacement in 
the application of lightweight concrete. More 
study on 20% of POFA as cement replace-
ment has been conducted in 2010 with differ-
ent fineness where it was concluded that 20% 
of POFA as cement replacement but different 
fineness has improved the strength of POFA 
concrete towards the acidic corrosion (Bud-
iea, Hussin, Muthusamy & Ismail, 2010). 
POFA, if treated, will enhance the mechani-
cal and physical properties of the concrete 
at initial phases, which has been proven by 
a recent study (Alsubari, Shafigh, Ibrahim  
& Jumaat, 2018).

Also, it is reported that replacing the sand 
with coarse fly ash as filler in the foamed con-
crete showed a spread value 2.5 times higher 
than that of cement-sand mix (Jones & Mc-
Carthy, 2005b; Lim et al., 2013). If POBA can 
be used as sand replacement in concrete for 
structural applications, it would be favourable 
to the environment by turning these materials 
into an appropriate product. In addition, this 
concrete can be employed for construction of 
low-cost houses, particularly in the locality of 
oil palm plantations. However, the flexural 
behaviour and compressive strength of POBA 
as sand replacement in lightweight concrete 
must be further examined and clearly estab-
lished for future development. Therefore, the 
objective of this study are to evaluate the fea-
sibility of POBA as partial replacement mate-
rial in foamed concrete and to determine the 
optimum composition of POBA to be used as 
sand replacement. The suitability of foamed 
concrete with POBA blends for conventional 
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concrete replacement will be determined with 
several tests that are being conducted which 
are water absorption test, density test, and 
compression strength test.

Methodology

Materials and sample preparation

The materials used in the laboratory to 
cast foamed concrete consist of original 
Portland cement according to the standard 

BS EN 197-2000 (British Standards Insti-
tution [BSI], 2000), foaming agent, POBA, 
free water, and fine aggregate. POBA was 
collected from the Palm Oil Factory at Telok 
Sengat Palm Oil Mill, Kota Tinggi Johor as 
shown in Figure 1a and Figure 1b. The POBA 
was then sieved through a single size that is 
passing 2 mm sieve size to be used to replace 
sand. Preformed foamed concrete was made 
by using synthetic-based foaming agents.  
A foamed concrete with a 1,400 kg·m–3  
density was designed in this study. The 
sand was replaced with POBA with various  

FIGURE 1. Foamed concrete casting process: a, b – collection of POBA sample from Palm Oil Factory 
at Telok Sengat Palm Oil Mill; c – POBA sample passing 2 mm sieve; d – POBA-foamed concrete mix; 
e – cast into the mould; f – curing the foamed concrete sample
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percentages of mass replacement such as  
0, 4, 8 and 12% concerning designed density 
in this study. Detail of mix proportions of sam-
ples is shown in Table 1. All mixes were kept 
at 1.0 and 0.6 respectively for the ratios of the 
sand-cement (S/C) and water-cement/binder 
ratios. In this study, foamed concrete speci-
mens with dimensions of 100 × 100 × 100 
mm were prepared. The samples were wa-
ter curing in the water tank at 7, 28, 60 and 
90 days. All processes are shown in Fig-
ure 1. Table 1 summarises the details of the 
mixed proportions of samples employed. 
Foamed concrete was prepared within four 
main steps, including the preparation of the 
mortar mix, foam preparation, foamed con-
crete production, and lastly density of the 
foamed concrete determination. Figure 1c to 
Figure 1e show the foamed concrete casting 
process conducted in this study. The density 
of the mixture was identified prior to the in-
clusion of the foam. Plastic density was set at 
about ±50 kg·m–3 of the target density, which 
corresponds to the tolerance that is used in in-
dustry for the production of foamed concrete 
(Jones & McCarthy, 2005a, 2005b, 2006; 
Kearsley & Mostert, 2015). The additional 
foam was prepared as needed until the design 
density of the foamed concrete was achieved. 
The samples of the foamed concrete were 
cast based on guidelines in BS EN 12350- 
-1:2009 (BSI, 2009). Portafoam was used as 
the foaming machine in this study to generate 
the foam from the foaming agent to be mixed 
with the concrete.

Test method

Water absorption test

Water-resistance in concrete is usually 
measured using water absorption tests. This 
test was performed in accordance with the 
standard BS 1881-122:2011 (BSI, 2011), 
which measures the water amount that pene-
trates the concrete samples while submerged. 
The positive result indicated by the lower 
absorption value of the concrete sample. The 
crystals inside the crystalline admixtures 
such as foamed concrete, grow continuously 
over time, which may affect the result of the 
water absorption test. Therefore, for more 
realistic and reliable results, the sample of 
the foamed concrete was tested at later ages 
(56 or 90 days) for its water absorption prop-
erties. Three samples of foamed concrete for 
each POBA mix proportion will be tested at 
the age of 90 days. The samples were placed 
in the drying oven for 72 h, as shown in 
Figure 2a. Then, the samples were weighed 
and recorded. The samples were submerged 
instantly in a water tank at a depth such that 
there was 25 ±5 mm of water over the top 
of the specimen and in the position of its 
longitudinal axis in the horizontal as shown 
in Figure 2b. The sample was submerged in 
the water tank for a period of 30 ±0.5 min. 
After that, the sample was removed from 
the tank and the bulk of water on the sample 
surface was removed by shaking the sample. 
Then the samples were dried up from the 
free water as rapidly as possible using a dry 

TABLE 1. Detail of mix proportions of samples

Mixture sample
Mix proportion [kg·m–3] Foaming agent

[l·m–3]cement fine aggregate POBA water
Control 538 538 – 323 301.55
4 POBA 538 517 21 323 301.55
8 POBA 538 495 43 323 301.55
12 POBA 538 473 65 323 301.55
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cloth. Finally, the weight of the samples are 
recorded, and the percentage of water ab-
sorbed was calculated.

Uniaxial compressive strength

The compressive strength test was con-
ducted using three samples of foamed con-
crete for each POBA mix proportion at the 
ages of 7, 28, 60 and 90 days. This test was 
conducted to assess the strength development 
of the samples with the different mix propor-
tions of POBA, as shown in Figure 3. The 
size of the foamed concrete samples used in 
the test was 100 × 100 × 100 mm, follow-
ing the standard BS EN 12390-3:2009 (BSI, 
2009). Compression testing machine (CTM) 
was used in this test and the foamed concrete 

sample was positioned so that the load was 
applied in the opposing direction to the sam-
ples. The sample was carefully aligned and 
load was applied until the sample breaks. 
The compressive strength of a specimen was 
determined and recorded.

Density determination

Foamed concrete with a density of 
1,400 kg·m–3 was prepared in this research. 
The density of foamed concrete was deter-
mined after the foamed was added to the 
mixture. The mixture of foamed concrete 
was poured into a mould and then weighed 
to get the wet density of the mixture. If the 
density was higher than 1,400 kg·m–3, it 
means that the amount of foamed was not 

FIGURE 2. Water absorption test process: a – dry-oven the sample for 72 h; b – sample immersed in 
the water tank

FIGURE 3. Uniaxial compressive strength process: a – sample placed in position; b – load applied until 
failure; c – maximum load at failed
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yet sufficient in the mixture and additional 
foam was added before it was mixed again 
in the concrete mixer. Then, the mixture was 
poured into the mould and weighed again 
until the desired density was achieved. Af-
ter the curing process, the foamed concrete 
was left to dry before the weight was deter-
mined once more. Based on the weight read-
ing, the dry density of foamed concrete was 
determined.

Result and discussion

Density of the sample

Figure 4 shows the density of foamed 
concrete with 0, 4, 8 and 12% of POBA re-
placement of fine aggregate for the curing 
age of 7, 28, 60 and 90 days. The density 
are recorded lowest for foamed concrete 
without POBA as fine aggregate replace-
ment, which are 1,294.7, 1,306.8, 1,358.2 
and 1,362.1 kg·m–3 at 7, 28, 60 and 90 days 
of curing age respectively. Meanwhile, the 
density for foamed concrete with 12% of 
POBA as fine aggregate replacement re-
corded the highest values with 1,446.5, 
1,541.0, 1,552.0 and 1,604.3 kg·m–3 at 
the similar curing days. Additionally, the 

value of density for foamed concrete with 
4% of POBA are 1,323.3, 1,345.6, 1,399.0 
and 1,389.1 kg·m–3, meanwhile for foamed 
concrete with 8% of POBA the recorded 
density are 1,387.0, 1,435.5, 1,448.4 and 
1,454.3 kg·m–3 for the curing age of 7, 28, 
60 and 90 days respectively. 

In this research, it was found that the 
greater percentage of POBA as replace-
ment of fine aggregate lead to a higher val-
ue of dry density of the foamed concrete. 
It is because the amount of foam added in 
the foamed concrete is lesser for the high-
er percentage of POBA in foamed concrete 
as the density of fine aggregate is great-
er than POBA. Therefore, mixture with 
higher percentage of POBA will be added 
with less amount of foam so that the value 
of wet density of foamed concrete fixed 
to 1,400 kg·m–3. Thus, the sample with 
higher percentage of POBA will be added 
with less amount of foam, which dries out 
and create less voids in the foamed con-
crete during curing process. On the other 
hand, this research found that the value of 
density of foamed concrete rises with the 
increase of curing days. The trend shows 
that longer curing days will result in the 
higher value of density for most samples 
of foamed concrete. 

 
FIGURE 4. Density of the foamed concrete sample 
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This indicates that the uniformity of 
foamed concrete enhanced with the increase 
of curing days. As a result, the dry density of 
foamed concrete increase with the increase 
of curing days. This finding is true according 
to previous research that has been conducted 
that found water loss from concrete decreas-
es with increasing curing days (Memon, 
Sam, Awang & Memon, 2018).

Water absorption test 

Table 2 shows the percentage of water 
absorption by various percentages of POBA. 
The result found that the foamed concrete 
with 12% POBA as the sand replacement 
showed the highest percentage of water ab-
sorption (10.4%), while the control sample 
showed the lowest value. 

The trend on the water absorption shown 
in Figure 5 indicates that the increasing 
amount of POBA in the foamed concrete 
will increase the water absorption value in 
the foamed concrete sample. Standard con-

crete has a mean water absorption value 
within a range of 3–4% and this value is 
expected to be much higher in foamed con-
crete due to the higher number of voids or 
porosity values in foamed concrete (Brady, 
Watts & Jones, 2001). The average value 
of water absorption for all the samples that 
contain POBA is 9.5% and the replacement 
of POBA as partial replacement of sand in 
foamed concrete showed an overall 28% of 
increment of water absorption value. This 
higher amount of porosity in foamed con-
crete depends on the concentration of the 
foaming agent that is being used and also 
the mix design proportion where its density 
plays an important role which has a major 
influence on the physical and mechanical 
properties of the sample such as water ab-
sorption value and compression strength. 

Moreover, POBA loses some of its ele-
ment during the hydration process and is 
diluted in water as an ion. The hydration re-
action consumes these ions, forming ettrin-
gite and calcium silicate hydrate (C-S-H).  

TABLE 2. Water absorption value for foamed concrete sample

Concrete sample Criteria
Sample number

AVG
1 2 3 4

Control

dry weight [kg] 1 110.3 1 111.1 1 139.5 1 150.5 1 127.9

saturated weight [kg] 1 200.8 1 199.3 1 233.0 1 239.2 1 218.1

% of water absorbed 7.5 7.4 7.6 7.2 7.4

4%

dry weight [kg] 1 105.8 1 103.5 1 095.1 1 117.1 1 105.4

saturated weight [kg] 1 189.1 1 196.5 1 178.9 1 206.5 1 192.8

% of water absorbed 7.5 8.4 7.7 8.0 7.9

8%

dry weight [kg] 1 167.4 1 186.2 1 187.0 1 185.6 1 181.6

saturated weight [kg] 1 278.2 1 311.9 1 306.3 1 309.8 1 301.6

% of water absorbed 9.5 10.6 10.1 10.5 10.2

12%

dry weight [kg] 1 250.5 1 253.5 1 213.3 1 257.9 1 243.8

saturated weight [kg] 1 372.2 1 386.7 1 343.4 1 390.1 1 373.1

% of water absorbed 9.7 10.6 10.7 10.5 10.4
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As a result, the size of POBA will reduce and 
has a greater tendency to leave void space 
during that dilution, which increases poros-
ity in foam concrete that enhances the water 
absorption process.

Compressive strength 

The compressive strength of foamed con-
crete mixes for all proportions of POBA is 
presented in Table 3. Besides that, Figure 6 
shows the graphical compressive strength of 
all concrete in relation to the 4, 8 and 12% 
of POBA amounts. Based on the data ob-
tained, it appears that replacing sand with 
palm oil boiler ash improves the strength 
of foamed concrete significantly. POBA 
foamed concrete has a higher compressive 
strength than the control mixture, as indicat-
ed in Table 3 and Figure 6. The compressive 

strength consistently increased in the range 
of 4.34–13.50 N·mm–2, when the varied 
amounts of POBA were increased up to 12% 
at all curing periods. It can also be noticed 
that POBA foamed concrete for all replace-
ment levels also develops strength at a slow-
er rate at 7 days, with values ranging from 
4.34 to 5.87 N·mm–2. According to Figure 6, 
it shows the strength of those concretes at 
90 days increased dramatically, ranging from 
5.20 to 13.50 N·mm–2. As a result of this 
finding, the POBA did have a role in the later 
development of strength. This is in agree-
ment with the study conducted by Abdul Mu-
nir et al. (2015). Those authors mentioned 
that the rate of increase in strength of foamed 
concrete containing palm oil fuel ash (POFA) 
is slower than that of the normal concrete due 
to the use of POFA can slow the early hard-
ening process. Additionally, Figure 6 reveals 

7.41
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11.00
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FIGURE 5. POBA and water absorption relationship

TABLE 3. Compressive strength results of the foamed concrete mixes

Concrete mix
Compressive strength after curing time [N·mm–2]

7 days 28 days 60 days 90 days

Control 4.23 4.40 5.39 4.70
4% POBA 4.34 4.70 5.87 5.20
8% POBA 4.81 6.40 7.89 8.60
12% POBA 5.87 9.80 10.51 13.50
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that when POBA content was substituted at 
12%, the compressive strength achieved was 
higher than the other specimens, with values 
of 5.87, 9.80, 10.51 and 13.50 N·mm–2 at 7, 
28, 60 and 90 days respectively. 

As a result, it obtains the maximum 
strength gain compared to the control mix-
ture. This finding is achievable because  
C-S-H gels in the POBA produces bonding 
between aggregates and cement, resulting in 
increased concrete strength (Yee, 2017). At 
the same time, the fine particles in POBA 
are useful as a filler to fill voids in concrete 
(Yuan, 2012). Thus, the density of the con-
crete would be increased, which would aid in 
the development of strength. It’s worth not-
ing that foamed concrete can withstand larger 
levels of POBA without sacrificing strength.

Conclusions

The present study on utilising palm boiler 
ash (POBA) as sand replacement in concrete 
blends shows a promising result in lightweight 
foamed concrete development. Compression 
and water absorption tests were carried out 
on foamed concrete and POBA foamed con-

crete as sand replacement at 4, 8 and 12% 
of mass fractions with dry density of foamed 
concrete at 1,400 kg·m–3. The conclusions 
that can be deduced from this study:
-	 The inclusion of POBA has found to in-

crease the compressive strength of the 
concrete blends, which was associated 
to the bonding between the aggregates 
and cement. The void in the concrete 
is filled with the fine particle of POBA 
which acts as filler and thus contributes 
to the compressive strength of the con-
crete. This can be seen from the results 
obtained, that among the three percent 
of replacement, 12% of POBA as sand 
replacement has been found to attribute 
the highest compressive strength.

-	 POBA percentage has showed a propor-
tionally relationship to the dry density of 
foamed concrete mixture. The density of 
the foamed concrete with 12% of POBA 
resulted in the highest values of all per-
centages of POBA replacement. The in-
tegration of POBA in the foamed cellular 
concrete structure matrix has been found 
to aid in the establishment of the number 
of pores, thus creating a lightweight prod-
uct with higher compressive strength.

 
FIGURE 6. POBA and compressive strength relationship 
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The use of POBA in lightweight con-
crete would be qualified to reduce the 
amount of solid waste disposed by the palm 
oil industry to the environment. From this 
study, it is feasible to use POBA as a sup-
plementary cementing material, however, 
further research on the effect of different 
POBA particle sizes to the compressive 
strength of the concrete mixture and the 
stability of concrete to the temperature 
treatment should be conducted for future 
research and development. 
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Summary

Feasibility study of palm oil boiler ash 
(POBA) as a partial replacement of sand 
in foamed concrete. A study was conducted 
to explore the effect of palm oil boiler ash 
(POBA) on foamed concrete by varying the 
percentage of POBA over sand quantities (0, 
4, 8 and 12%). This paper primarily discusses 
the water absorption test, uniaxial compres-
sive strength, and dry density findings. It 
indicates that substituting sand with POBA 
greatly enhances the strength of foamed con-
crete. When the quantity of POBA was raised 
up to 12% throughout all curing times, the 
compressive strength steadily increased in 
the range of 4.34–13.50 N·mm–2. Further-
more, the dry density of foamed concrete was 
shown to be directly related to the fraction 
of POBA in the mixture. The dry density of 
foamed concrete increases as the amount of 
POBA increases. Despite this, water absorp-
tion shown that increasing POBA increases 
water absorption percentage in foamed con-
crete from 7.4 to 10.4%. This is due to the 
fact that a composition with a high POBA 
percentage will generate more pores than  
a mixture with a low POBA percentage.
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Introduction

Hospital wastewater (HWW) is created 
by all hospital activities, including medi-
cal, and non-medical activities such as 
surgery, emergency & first aid, laboratory, 
diagnosis, radiography, cooking, and laun-
dry (Majlesi, 2001; Zgórska & Grabińska- 
-Sota, 2019). Microorganisms that cause 
disease as (viruses and bacteria), residuals 
of medication and chemical materials used 
in hospital laboratories (chloroform, phe-
nol, antibiotics, and others), toxic chemi-
cals, and organic substances biodegradable 
which is found in hospital wastewater (pro-
tein, fat, carbohydrate) (Radha, Kalaivani 
& Lavanya, 2009).

Each hospital in the developed country 
produces daily 400–1,200 l per capita of 
wastewater, comparison with 100–400 l per 
capita of daily municipal sewage production, 
whilst in developing countries, daily value is 
200–400 l per capita (Mishra, Sharma, Sarita 
& Ayub, 2016; Yong, Bashir, Ng, Sethupathi 
& Lim, 2018).

Generally, the properties of hospital 
wastewater are the same as those of domes-
tic wastewater, although a part of hospital 
wastewater contains toxic/non-biodegrad-
able/infectious contaminants (Sharma et al., 
2015). The effluent of hospitals is commonly 
discharged into municipal sewage systems 
and frequently dumped without any treat-
ment to reduce public health risks in devel-
oping countries (Timraz, Xiong, Al Qarni  
& Hong, 2017). 

A biological treatment method for re-
moving pharmaceuticals is a more cost- 
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-effective and ecologically friendly alter-
native to ozonation and activated carbon 
(Zorita, Mårtensson & Mathiasson, 2009). 
There are two types of biological wastewa-
ter treatment processes: suspended growth 
and attached growth. Suspended growth 
biological treatment, such as the activated 
sludge treatment utilized in most WWTPs, is 
a common example of this type of treatment. 
In spite of several improvements that have 
been reported for conventional activated 
sludge (CAS) (Schaar, Clara, Gans & Kreuz-
inger, 2010), on the other hand, numerous 
microorganisms, are considerably persist-
ent in the treatment by the activated sludge 
method (Miège, Choubert, Ribeiro, Eusèbe 
& Coquery, 2009). In comparison to the ac-
tivated sludge, some of these chemicals have 
been removed with better clearance rates in 
attached biofilm procedures (Zupanc et al., 
2013). This shows that the biological treat-
ment process may be further optimized, by 
utilizing a biofilm-based technique whereby 
sequencing batch biofilm reactor (SBBR) is 
one practical way to take advantage of the 
attached growth processes.

In aerobic wastewater biological treat-
ment, oxygen serves as a terminal elec-
tron acceptor. In the activated sludge proc-
ess, dissolved oxygen (DO) is an essential  
parameter. Low DO can enhance filamen-
tous bacteria growth, resulting in poor sludge  
settleability, reduce extracellular polymer 
synthesis, and reduce nitrifying activities 
and in most cases, the reactor’s DO should 
be kept above 2 mg·l–1 (Dangcong, Bernet, 
Delgenes & Moletta, 2001).

The SBBR is based on attaching microor-
ganisms for biological wastewater treatment. 
It depends on the sequence batch reactor 
(SBR). Because of its different advantages, 
SBBR is extensively researched and used as  
a recent biological sewage treatment technol-

ogy, there has been an increase in biomass, 
but there has been minimal sludge, simple and 
easy to operate, and efficient in sewage treat-
ment (Gieseke, Arnz, Amann & Schramm, 
2002; Jasem, Jumaha & Ghawi, 2018).

The objective of this research is to uti-
lize the potential of the SBBR as a type of 
attached growth biological processes reactor 
to treat the hospital wastewater from a local 
hospital at Basrah city (south of Iraq) to re-
move a different pollutant parameter such as 
COD, TN, NH3-N, and TP under variation of 
dissolved oxygen (DO) with range of 2.15– 
–6.55 mg·l–1 and then compared the results 
of SBBR with international standards of ef-
fluent sewage.

Material and methods

Reactor set-up and operation

The reactor used in this experiment is  
a laboratory bench-scale SBBR vessel with  
a cylindrical shape, the volume approxi-
mately 26.0 l with an internal diameter is 
300 mm, a depth is 400 mm, and the working 
volume is 13.0 l. SBBR, is made from trans-
parent plastic material of 4.0 mm thickness 
to easily monitor sludge and biofilm in the 
SBBR tank. The wastewater was fed from 
the bottom into the SBBR reactor as illus-
trated in Figure 1. Plastic fibrous filler units 
were attached to the reactor, which length is 
300 mm with many strands of fiber. During 
aeration in the SBBR vessel, flexible fiber 
thread swayed with the wastewater to in-
crease absorption in the biofilm, and many 
filaments were diffused to produce a large 
surface area. An air pump was used to sup-
ply air to the SBBR reactor. The aeration 
air sprays were positioned at the top of the 
sedimentation zone to permit big particles 
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that were not attached to the biofilm to set-
tle during the aeration operation (Al-Rekabi, 
Al-Khafaji, Hassan & Janna, 2021). 

Activated sludge was collected from a lo-
cal municipal wastewater treatment plant as 
seeds material for the SBBR system. Timers 
were used to monitor the operation of reactor 
processes such as feeding, aeration, settling, 
and discharge. A cover was placed over the 
reactor, but it was not sealed, and an air pump 
was used to create an aeration condition.

Usually, biofilm carriers influence the 
condition of microorganisms in the SBBR, 
which is an important property for the reac-
tor’s proper startup.

Even though biofilm helps microorgan-
isms the attachment, it as well serves as 
filters, keeping suspended solids (SS) and 
other pollutants out of the treated water area 
(Dinçer & Kargi, 2001). 

The operation cycle of the SBBR was 
8/24 h. The operation of the SBBR was di-
vided into (0.5-hour fill, 6.0-hour reaction 
time, 1.0-hour settle time, and 0.5-hour set-
tles time). When the aerator was powered up, 
it allowed the DO of the reactor to be kept 
at 2.15–6.55 mg·l–1. During the period of 
starting up one month to create a biofilm on 
fibers filler, the SBBR research test period 

lasted about one month. The SBBR was op-
erated for approximately one month to guar-
antee that the biological treatment processes 
were overripe and that start-up conditions 
were reached.

Analytical methods and collection 
samples

Dissolved oxygen, pH and temperature 
(the device was calibrated using standard so-
lutions prior to measurement) were examined 
by a digital device. The COD, BOD, TSS, 
TDS, TP, NH3-N and TN under the standard 
method (American Public Health Associa-
tion [APHA], 1998). The samples tests are 
analyzed by using DR5,000 and DR1,900 Hach 
spectrophotometric. The samples of waste-
water are filtered by using filter paper (pore 
size 0.45 µm) when the test needs that.

For this research, samples were gath-
ered from the SBBR influent and effluent 
in a cleaned plastic bottle adopting standard 
methods (APHA, 1998). Samples were taken 
one time a day at (12 a.m.) throughout Oc-
tober and the beginning of November. All of 
the samples were analyzed immediately after 
the samples were collected with a field de-
vice, and the other duplicate samples were 

utilizing a biofilm-based technique whereby sequencing batch biofilm reactor (SBBR) is one 
practical way to take advantage of the attached growth processes. 

In aerobic wastewater biological treatment, oxygen serves as a terminal electron acceptor. In 
the activated sludge process, dissolved oxygen (DO) is an essential parameter. Low DO can 
enhance filamentous bacteria growth, resulting in poor sludge settleability, reduce extracellular 
polymer synthesis, and reduce nitrifying activities and in most cases, the reactor’s DO should be 
kept above 2 mg·l–1 (Dangcong, Bernet, Delgenes & Moletta, 2001). 

The SBBR is based on attaching microorganisms for biological wastewater treatment. It 
depends on the sequence batch reactor (SBR). Because of its different advantages, SBBR is 
extensively researched and used as a recent biological sewage treatment technology, there has 
been an increase in biomass, but there has been minimal sludge, simple and easy to operate, and 
efficient in sewage treatment (Gieseke, Arnz, Amann & Schramm, 2002; Jasem, Jumaha & 
Ghawi, 2018). 

The objective of this research is to utilize the potential of the SBBR as a type of attached 
growth biological processes reactor to treat the hospital wastewater from a local hospital at 
Basrah city (south of Iraq) to remove a different pollutant parameter such as COD, TN, NH3-N, 
and TP under variation of dissolved oxygen (DO) with range of 2.15–6.55 mg·l–1 and then 
compared the results of SBBR with international standards of effluent sewage. 
 
MATERIAL AND METHODS 
Reactor set-up and operation 

The reactor used in this experiment is a laboratory bench-scale SBBR vessel with a 
cylindrical shape, the volume approximately 62.0 l with an internal diameter is 300 mm, a depth 
is 040 mm, and the working volume is 13.0 l. SBBR, is made from transparent plastic material of 
4.0 mm thickness to easily monitor sludge and biofilm in the SBBR tank. The wastewater was 
fed from the bottom into the SBBR reactor as illustrated in Figure 1. Plastic fibrous filler units 
were attached to the reactor, which length is 300 mm with many strands of fiber. During aeration 
in the SBBR vessel, flexible fiber thread swayed with the wastewater to increase absorption in 
the biofilm, and many filaments were diffused to produce a large surface area. An air pump was 
used to supply air to the SBBR reactor. The aeration air sprays were positioned at the top of the 
sedimentation zone to permit big particles that were not attached to the biofilm to settle during 
the aeration operation (Al-Rekabi, Al-Khafaji, Hassan & Janna, 2021).  
 

 

FIGURE 1. SBBR system schematic (adopted from Al-Rekabi, 2021)
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kept in a fridge at 5°C in the sanitary labora-
tory at the University of Basrah’s College of 
Engineering.

Result and discussion

In this study, raw wastewater was col-
lected from one of the outlet points of a man-
hole in the Al-Taalemie hospital in Basrah 
400 beds, Iraq. For the present study, the 
important properties of hospital wastewater 
components are compared with universal 
concentrations of wastewater (Table 1).

Concerning contaminants like COD, 
BOD, TSS, and TN, it indicates that raw sew-
age is more than medium concentration and 
less than high concentration. On the contrary, 
raw hospital wastewater has high concentra-
tions with respect to contaminants such as 
TDS and NH3-N. TDS level was higher be-
cause of rising saline in Basra’s drinking wa-
ter supplies (United Nations Children’s Fund 
[UNICEF], 2019).

As during the acclimatization period, 
originally 6–8 l of activated sludge was 
a seed in the reactor without additives, the 
aeration is supplied using many diffusers, 
and for biofilm maturation, the concentra-
tion of DO is controlled higher than 3 mg·l–1 
during the aerobic condition, in accordance 

with Rusten, Eikebrokk, Ulgenes and Lygren 
(2006), to keep the biofilm active in the nor-
mal conditions, they ensure a minimal level 
of DO equals to 3 mg of O2 per 1 l in the 
reactor of SBBR. In the experiment opera-
tions, the exchange volume was put at 50% 
and the temperature was kept at 26–33°C to 
maintain the high performance of microor-
ganisms, which has a substantial effect on 
their oxygen consumption ratio.

TSS removal

The SBBR was able to reduce total 
suspended solid perfectly as compared 
with normal bioreactors in hospital waste-
water treatment plants, settling time has  
a significant impact on normal bioreac-
tors that are dependent on gravity separa-
tion to remove TSS (Yong et al., 2018).  
SBBR’s reduced TSS is due to the pres-
ence of biofilm, which absorbs insoluble 
contaminants in the wastewater (Rittmann, 
2017). To remove TSS, SBBR adsorption is 
a better option than the separation process. 
As a result, it’s thought that SBBR could 
help biological treatment by removal solu-
ble recalcitrant chemicals and insoluble 
pollutants so that TSS removal efficiency 
was 91% conducted by SBBR for hospital 
wastewater in this study.

TABLE 1. Standard raw domestic wastewater concentrations comparison with Al-Taalemie hospital 
Wastewater characteristics in Basrah

Contaminants Raw wastewater average values
[mg·l–1] SD

Concentrations of standard wastewater
(Metcalf & Eddy, 2003)

low medium high
COD 550 7.12 250 430 800
BOD 280 7.48 110 190 350
TN 55 3.56 20 40 70
NH3-N 44 2.90 12 25 45
TP 6.4 0.88 4 7 14
TDS 2325 4.97 270 500 860
TSS 225 2.16 120 210 400
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Effect of dissolved oxygen on the 
removal of various pollutants

The aeration quantity was monitored in 
this research so that the DO level in the SBBR 
raised progressively from 2.15 to 6.55 mg·l–1.  
Table 1 shows the quality of raw sewage at 
this phase. Aerobic conditions have a sig-
nificant impact on COD, NH3-N, TN and TP 
removals in microbiological investigations, 
and aeration with a medium volume is con-
sidered preferable for all pollutants removal 
except TP removal.

COD removal at different DO concentration

The SBBR was conducted periodically in 
an individualized bioreactor through anaero-
bic and aerobic operation, resulting in a bal-
ance of anaerobic and aerobic microorgan-
isms that allowed for COD removal. COD 
elimination was attributable to the SBBR’s 
efficient removal of organic materials; how-
ever, the SBBR also partially removed dif-
ficult compounds, resulting in COD removal 
that was higher than the hospital wastewater 
treatment plant. This finding confirms the 
theory that polychlorinated biphenyls can 
be successfully destroyed by alternating an-

aerobic and aerobic treatments (Pathiraja, 
Egodawatta, Goonetilleke & Te’o, 2019). 
When the COD concentration in the effluent 
reached 215 mg·l–1, and the level of the DO 
was about 2.1 mg·l–1, the water quality was 
bad. Concentrations of COD effluent consid-
erably reduced to approximately 95 mg·l–1 
or as a result when the DO concentration was 
equal to 2.83 mg·l–1 (Fig. 2).

Due to insufficiency of appropriate DO 
concentration, microbial behavior was de-
creased, and microorganisms were unable 
to degrade organic matter sufficiently in the 
case of insufficient oxygen. In this study, 
SBBR improved COD removal by decom-
posing refractory components in hospital 
wastewater including lignin and its deriva-
tives. As a result, SBBR removed refractory 
chemicals more effectively than conventional 
bioreactors, resulting in improved COD and 
another pollutant removal which is existed in 
wastewater of hospitals.

COD removal efficiency by SBBR un-
der different DO concentrations is shown in  
Figure 3. This figure shows that increas-
ing DO concentration led to reducing COD  
concentration in effluent then COD removal 
efficiency increased so that the DO with  

the water quality was bad. Concentrations of COD effluent considerably reduced to 
approximately 95 mg·l–1 or as a result when the DO concentration was equal to 2.83 mg·l–1 
(Fig. 2). 
 

 
FIGURE 2. COD removal variation under different DO concentration 
 

Due to insufficiency of appropriate DO concentration, microbial behavior was decreased, 
and microorganisms were unable to degrade organic matter sufficiently in the case of insufficient 
oxygen. In this study, SBBR improved COD removal by decomposing refractory components in 
hospital wastewater including lignin and its derivatives. As a result, SBBR removed refractory 
chemicals more effectively than conventional bioreactors, resulting in improved COD and 
another pollutant removal which is existed in wastewater of hospitals. 

COD removal efficiency by SBBR under different DO concentrations is shown in Figure 3. 
This figure shows that increasing DO concentration led to reducing COD concentration in 
effluent then COD removal efficiency increased so that the DO with concentration value 
3.67 mg·l–1 is taken as the best effluent value with 84.55% removal efficiency. 
 

FIGURE 2. COD removal variation under different DO concentration
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concentration value 3.67 mg·l–1 is taken as 
the best effluent value with 84.55% removal 
efficiency.

NH3-N and TN removal at different DO 
concentration 

As shown in Figures 4 and 5, the 
concentration of the NH3-N and TN was  
decreased by increased concentration of 
DO and reduced by TN’s effluent levels 

from 50 to 12 mg·l–1 for DO concentra-
tions 2.15 and 3.67 mg·l–1 respectively. 
Although at 4.9 mg·l–1 of DO concentra-
tion the level of NH3-N in the effluent 
stays high and equal to 18 mg·l–1, while 
for DO 6.55 mg·l–1 the concentration of 
TN effluent has stayed low, the effluent 
content was 16 mg·l–1.

In the SBBR reactor, microorganisms 
attach themselves to the fibrous membrane 

 
FIGURE 3. COD removal efficiency with different DO concentration 
 
NH3-N and TN removal at different DO concentration  

As shown in Figures 4 and 5, the concentration of the NH3-N and TN was decreased by 
increased concentration of DO and reduced by TN’s effluent levels from 50 to 12 mg·l–1 for DO 
concentrations 2.15 and 3.67 mg·l–1 respectively. Although at 4.9 mg·l–1 of DO concentration the 
level of NH3-N in the effluent stays high and equal to 18 mg·l–1, while for DO 6.55 mg·l–1 the 
concentration of TN effluent has stayed low, the effluent content was 16 mg·l–1. 
 

 
FIGURE 4. TN removal variation under different DO concentration 
 

FIGURE 3. COD removal efficiency with different DO concentration
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NH3-N and TN removal at different DO concentration  

As shown in Figures 4 and 5, the concentration of the NH3-N and TN was decreased by 
increased concentration of DO and reduced by TN’s effluent levels from 50 to 12 mg·l–1 for DO 
concentrations 2.15 and 3.67 mg·l–1 respectively. Although at 4.9 mg·l–1 of DO concentration the 
level of NH3-N in the effluent stays high and equal to 18 mg·l–1, while for DO 6.55 mg·l–1 the 
concentration of TN effluent has stayed low, the effluent content was 16 mg·l–1. 
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and then grow to become dense biological 
membranes. These are called biofilms. As 
the wastewater is attached to the biofilm, sus-
pended organic particles are adsorbed on the 
biofilm surface, and because of the thickness 
of the biofilm, DO offers a gradient, neces-
sitating a DO transfer process from the water 
to the zone of the biofilm. DO concentration 
in biofilms zone is very poor approximately 
equal to 2 mg·l–1 at the start of the research, 
which reduces the efficiency of aerobic ni-
trifying bacteria, for example, nitrification is 
not fully accomplished. As a result, the efflu-
ent contained high levels of NH3-N and TN, 
although, the rate at which oxygen is trans-
ferred to the biofilm is enhanced at higher 
DO levels equal to 4.9 mg·l–1.

The higher DO level extends the stratum 
of aerobic and compresses the stratum of 
anoxic, then increases the degradation rate 
for organic matter. As a result, all denitrifi-
cation processes and sources of carbon are 
decreased, implying that denitrifying bacte-
ria efficiency is reduced and nitrate nitrogen 
cannot be converted to nitrogen (Pochana, 
Keller & Lant, 1999; Marek, Pawęska & 
Bawiec, 2021). As a consequence, the efflu-

ent of TN concentration progressively raises. 
Effective TN removal takes place at DO ap-
proximately equal to 3.67 mg·l–1 according 
to the results of this research.

As shown in Figure 6, TN removal ef-
ficiency is increased with increased DO 
concentration until DO 3.674 mg·l–1 which 
give 78.18% as removal efficiency, while 
the removal efficiencies for DO 4.9 and 
6.550 mg·l–1 is decreased to 72.73 and 
70.91% respectively so that will be consid-
ered DO 3.67 mg·l–1 as the most suitable DO 
for TN removal in the operation of SBBR 
for hospital wastewater treatment in this 
research.

The NH3-N removal efficiencies are 
shown in Figure 7, this efficiency is in-
creased clearly with increased DO especially 
for DO 2.15 and 2.83 mg·l–1 with removal 
efficiency 11.36 and 43.18%, while removal 
efficiency is increased slightly for DO 3.67, 
4.9 and 6.55 mg·l–1 with removal efficiencies 
65.9, 59.10 and 67.05% respectively, con-
cerning these results the removal efficiencies 
of NH3-N was fairly good in the last three 
values for DO 3.67, 4.9 and 6.55 mg·l–1, this 
due to raising the rate of nitrification when 

In the SBBR reactor, microorganisms attach themselves to the fibrous membrane and then 
grow to become dense biological membranes. These are called biofilms. As the wastewater is 
attached to the biofilm, suspended organic particles are adsorbed on the biofilm surface, and 
because of the thickness of the biofilm, DO offers a gradient, necessitating a DO transfer process 
from the water to the zone of the biofilm. DO concentration in biofilms zone is very poor 
approximately equal to 2 mg·l–1 at the start of the research, which reduces the efficiency of 
aerobic nitrifying bacteria, for example, nitrification is not fully accomplished. As a result, the 
effluent contained high levels of NH3-N and TN, although, the rate at which oxygen is 
transferred to the biofilm is enhanced at higher DO levels equal to 4.9 mg·l–1. 
 

 
FIGURE 5. NH3-N removal variation under different DO concentration 
 

The higher DO level extends the stratum of aerobic and compresses the stratum of anoxic, 
then increases the degradation rate for organic matter. As a result, all denitrification processes 
and sources of carbon are decreased, implying that denitrifying bacteria efficiency is reduced and 
nitrate nitrogen cannot be converted to nitrogen (Pochana, Keller & Lant, 1999; Marek, Pawęska 
& Bawiec, 2021). As a consequence, the effluent of TN concentration progressively raises. 
Effective TN removal takes place at DO approximately equal to 3.67 mg·l–1 according to the 
results of this research. 

As shown in Figure 6, TN removal efficiency is increased with increased DO concentration 
until DO 3.674 mg·l–1 which give 78.18% as removal efficiency, while the removal efficiencies 
for DO 4.9 and 6.550 mg·l–1 is decreased to 72.73 and 70.91% respectively so that will be 
considered DO 3.67 mg·l–1 as the most suitable DO for TN removal in the operation of SBBR for 
hospital wastewater treatment in this research. 
 
 
 

FIGURE 5. NH3-N removal variation under different DO concentration
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the dissolved oxygen is high so that removal 
efficiency increased. 

As concluded above results the NH3-N  
removal efficiency of 65.9% for DO 
3.67 mg·l–1 is near to the NH3-N removal 
efficiency of 67.05% for DO 6.55 mg·l–1, 
so that in this study will be considered DO 
3.67 mg·l–1 as the most suitable DO for 
NH3-N removal in the operation of SBBR 
for hospital wastewater treatment.

TP removal at different DO concentration
As the DO concentration raised from 2.15 

to 6.55 mg·l–1, the effluent of TP concen-
tration was reduced from 4.9 to 1.3 mg·l–1  
(Fig. 8). The effluent of TP concentration 
was supposed to increase with DO concen-
tration in the early phase, besides that, no 
this activity was noticed. It was due to the 
efficiency of phosphorus absorbing is de-
creased during that period. It could be ob-

 
FIGURE 6. TN removal efficiency with different DO concentration 
 

The NH3-N removal efficiencies are shown in Figure 7, this efficiency is increased clearly 
with increased DO especially for DO 2.15 and 2.83 mg·l–1 with removal efficiency 11.36 and 
43.18%, while removal efficiency is increased slightly for DO 3.67, 4.9 and 6.55 mg·l–1 with 
removal efficiencies 65.9, 59.10 and 67.05% respectively, concerning these results the removal 
efficiencies of NH3-N was fairly good in the last three values for DO 3.67, 4.9 and 6.55 mg·l–1, 
this due to raising the rate of nitrification when the dissolved oxygen is high so that removal 
efficiency increased.  
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removal efficiencies 65.9, 59.10 and 67.05% respectively, concerning these results the removal 
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this due to raising the rate of nitrification when the dissolved oxygen is high so that removal 
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served that increasing the concentration of 
DO, as a result, there is more aerobic phos-
phorus absorption and thus reduces the time 
required for the desired aeration at the same 
phosphorous released content (Rong, Peng, 
Zhang & Fang, 2008). The concentration of 
DO was confirmed to be around 3.67 mg·l–1 
for the current study, with the aeration pe-
riod to be 5 h, based on the rate of phospho-
rus removal, phosphorus utilization rate, 
aeration period, and usage of energy.

TP removal efficiency increased 
with rising dissolved oxygen values up 
to 6.55 mg·l–1 within the limits of this 
study is 2.15–6.55 mg·l–1, as shown in  
Figure 9. Therefore, it can be concluded 
that the value of DO with the removal ef-
ficiency of 79.70% is the most suitable 
value for total phosphorous removal in the 
case of SBBR to hospital wastewater treat-
ment in this study, while the value of DO 
3.67 mg·l–1 is not suitable to TP removal 

As concluded above results the NH3-N removal efficiency of 65.9% for DO 3.67 mg·l–1 is 
near to the NH3-N removal efficiency of 67.05% for DO 6.55 mg·l–1, so that in this study will be 
considered DO 3.67 mg·l–1 as the most suitable DO for NH3-N removal in the operation of 
SBBR for hospital wastewater treatment. 
 
TP removal at different DO concentration 

As the DO concentration raised from 2.15 to 6.55 mg·l–1, the effluent of TP concentration 
was reduced from 4.9 to 1.3 mg·l–1 (Fig. 8). The effluent of TP concentration was supposed to 
increase with DO concentration in the early phase, besides that, no this activity was noticed. It 
was due to the efficiency of phosphorus absorbing is decreased during that period. It could be 
observed that increasing the concentration of DO, as a result, there is more aerobic phosphorus 
absorption and thus reduces the time required for the desired aeration at the same phosphorous 
released content (Rong, Peng, Zhang & Fang, 2008). The concentration of DO was confirmed to 
be around 3.67 mg·l–1 for the current study, with the aeration period to be 5 h, based on the rate 
of phosphorus removal, phosphorus utilization rate, aeration period, and usage of energy. 
 

 
FIGURE 8. TP removal variation under different DO concentration 
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FIGURE 9. TP removal efficiency with different DO concentration 
 

TP removal efficiency increased with rising dissolved oxygen values up to 6.55 mg·l–1 
within the limits of this study is 2.15–6.55 mg·l–1, as shown in Figure 9. Therefore, it can be 
concluded that the value of DO with the removal efficiency of 79.70% is the most suitable value 
for total phosphorous removal in the case of SBBR to hospital wastewater treatment in this 
study, while the value of DO 3.67 mg·l–1 is not suitable to TP removal as compared with COD, 
NH3-N, and TN removal efficiencies under same DO concentration. 
 
SBBR performance as compared with global standards 

The effluent quality from SBBR is compared with global standards for the discharge of 
treated sewage into the water body as detailed in Table 2. Values of COD, TN, and TP in the 
effluent of SBBR comply with all WHO, European, and Chinese standards, while ammonia 
satisfies just Chinese standards and outside WHO and European standards.  
 
TABLE 2. SBBR effluent compared with effluent discharge standards 

Contaminants 
Effluent 
of SBBR 
[mg·l–1] 

SD 
Global standards of effluent wastewater [mg·l–1] 

European 
(van Riesen, 2004) 

WHO 
(WHO, 2006) 

China 
(ZDHC, 2016) 

COD 85 1.41 125 100 100 
NH3-N 15 2.16 10 6 15 
TP 1.3 0.26 5 2 4 
TN 12 2.20 20 15 25 
 
CONCLUSIONS 

For the recent study, the reactor of SBBR is being used in the treatment of hospital 
wastewater. Operation of SBBR cycle mode was divided into (0.5-hour fill, 6.0-hour reaction 
time, 1.0-hour settle time, and 0.5-hour settles time), and the range of DO as 2.15–6.55 mg·l–1. 
The following conclusions can be obtained from the current study’s tests and results: 

FIGURE 9. TP removal efficiency with different DO concentration
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as compared with COD, NH3-N, and TN 
removal efficiencies under same DO 
concentration.

SBBR performance as compared with 
global standards

The effluent quality from SBBR is com-
pared with global standards for the discharge 
of treated sewage into the water body as de-
tailed in Table 2. Values of COD, TN, and 
TP in the effluent of SBBR comply with 
all WHO, European, and Chinese stand-
ards, while ammonia satisfies just Chinese 
standards and outside WHO and European 
standards. 

Conclusions

For the recent study, the reactor of 
SBBR is being used in the treatment of hos-
pital wastewater. Operation of SBBR cycle 
mode was divided into (0.5-hour fill, 6.0- 
-hour reaction time, 1.0-hour settle time, 
and 0.5-hour settles time), and the range 
of DO as 2.15–6.55 mg·l–1. The following 
conclusions can be obtained from the cur-
rent study’s tests and results:
1.  Influent wastewater of Al-Taalimi hospi-

tal in Basrah was compared to untreated 
domestic wastewater’s typical charac-
teristics, BOD is 280 mg·l–1, COD is 
550 mg·l–1, TN is 55 mg·l–1, and TSS is 

225 mg·l–1, were taken into considera-
tion more than medium strength and less 
than high strength, on the contrary, raw 
hospital wastewater has high concentra-
tion with respect pollutants like NH3-N 
is 44 mg·l–1 and TDS is 2,325 mg·l–1, 
while TP is 6.5 mg·l–1 are considered to 
be in the median concentration value.

2.  SBBR system is considered efficient in 
the treatment of hospital wastewater in 
Basrah city under different DO concen-
trations, for DO 3.67 mg·l–1 the removal 
efficiencies of COD, NH3-N, and TN, 
were 84.55, 65.91 and 78.18% respec-
tively, while DO 6.55 mg·l–1 given high-
er removal efficiency for TP 79.7%, this 
means that total phosphorus needs high-
er value for DO to get higher removal 
efficiency.

3.  Comparison effluent values of SBBR 
with European, WHO, and Chinese 
discharge standards, it was mentioned 
that concentration of COD 85 mg·l–1, 
TN 12 mg·l–1, and TP 1.3 mg·l–1 will 
meet all standards (European, WHO, 
and China), while NH3-N 15 mg·l–1 
satisfies just China standard and out-
side (WHO and European) standards, 
SBBR’s efficiency was studied in this 
paper, and it achieved properly as ap-
propriate biological treatment opera-
tion for hospital wastewater treatment 
in Basrah city.

TABLE 2. SBBR effluent compared with effluent discharge standards

Contaminants Effluent of SBBR
[mg·l–1] SD

Global standards of effluent wastewater [mg·l–1]

European
(van Riesen, 2004)

WHO
(WHO, 2006)

China
(ZDHC, 2016)

COD 85 1.41 125 100 100
NH3-N 15 2.16 10 6 15
TP 1.3 0.26 5 2 4
TN 12 2.20 20 15 25
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Summary

Impact of dissolved oxygen on hospi-
tal wastewater quality treated by SBBR 
in Basrah city, Iraq. The hospitals close to 
the residences can make problems for the 
environment as a consequence of sewage 
drained into the water stream. Sequencing 
batch biofilm reactor (SBBR) offers advan-
tages for treating sewage; such as simple 
operation, flexible process, and cost-effec-
tive. The laboratory bench-scale experiments 
were carried out treating hospital wastewater 
(HWW) of one of Basrah hospital city by 
a fabricated SBBR reactor of 26 l working 
volume. The hospital wastewater has the 
following characteristics (average values): 
pH 7.3, BOD equal to 280 mg·l–1, COD 
equal to 550 mg·l–1, total phosphorus (TP) 
equal to 6.4 mg·l–1, ammonia (NH3-N) equal 
to 44 mg·l–1 and total suspended solid (TSS) 
equal to 272 mg·l–1. This research aims to es-
timate the performance of the SBBR system 
for treating hospital wastewater to enhance 
different effluent parameters such as COD, 
total nitrogen (TN), ammonia, and total 
phosphorous (TP) with various dissolved ox-
ygen (DO) with range of 2.15–6.55 mg·l–1,  
the best DO values give these removal effi-
ciencies for COD equal to 84.55%, NH3-N  
equal to 65.91% and TN between 78 and 
18% for DO equal to 3.67 mg·l–1, while TP 
removal efficiency was 79.70% for DO equal 
to 6.55 mg·l–1. By comparison of the SBBR 
effluent with international standards for ef-
fluent sewage, it noticed COD concentration 
85 mg·l–1, TN 12 mg·l–1 and TP 1.3 mg·l–1 
met all standards (European, WHO, and 
China), while NH3-N 15 mg·l–1 was outside 
WHO and European standards, while satis-
fies only Chinese standard.
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Introduction

The wastewater collection and treatment 
systems are increasingly centralized. The ob-
jective of the Council Directive 91/271/EEC 
concerning urban wastewater treatment is 
to protect the environment from the adverse 
effects of urban wastewater discharges. In 
December 2019, the European Commission 
published the Evaluation of the Urban Waste-
water Treatment Directive where evaluated 
whether the existing rules have reached their 
objectives and whether they still serve their 
purpose (Pistocchi et al., 2019). The assess-
ment confirms that the Directive has proved 

very effective overall when fully implement-
ed. The reduction of organic matter and other 
pollution in treated wastewater has improved 
water quality throughout the European Un-
ion. Though implementing the Directive has 
been expensive, benefits clearly outweigh 
the costs. 

In this study, we focused on the evalu-
ation of a 15-year period of intensive con-
struction of new and intensification and 
modernization of existing wastewater treat-
ment plants. For the evaluation, the grey wa-
ter footprint (GWF) methodology was used. 
The water footprint assessment (WFA) was 
introduced in 2002 (Hoekstra & Hung, 2003) 
and methodology was standardized by the 
Water Footprint Network (WFN) (Hoekstra, 
Chapagain, Aldaya & Mekonnen, 2012). The 
grey water footprint is defined as the volume 
of freshwater required to assimilate the load 
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of pollutants; based on natural background 
concentrations and existing ambient water 
quality standards.

The GWF studies are often focused 
on agriculture, energy sector, industry, or-
ganizations, regions or states, river basins, 
households, etc. The application of the grey 
water footprint methodology on wastewater 
treatment plants has so far been limited to  
a few studies: Shao and Chen (2013), Gu et al. 
(2016), Morera, Corominas, Poch, Aldaya 
and Comas (2016), Gómez-Llanos, Duran- 
-Barroso and Matías-Sánchez (2018), Ansorge, 
Stejskalová, Dlabal and Kučera (2019), John-
son and Mehrvar (2019), Yapicioğlu (2019), 
Ansorge, Stejskalová, Dlabal and Čejka 
(2020), Gómez-Llanos, Matías-Sánchez and 
Durán-Barroso (2020), Stejskalová, Ansorge, 
Kučera and Vološinová (2021).

This work assesses the pollution dis-
charged from 251 wastewater treatment 
plants throughout the Odra river basin in the 
Czech Republic. The development of pol-
lution produced in municipalities and dis-
charged from WWTPs over the period of 
15 years (2004–2018) has been analyzed, 
from a point of view of basic chemical pollu-
tion parameters reduction.

This work is an extension of the publi-
cation (Ansorge et al., 2020) monitoring the 
impact of municipal wastewater treatment 
plants on the reduction of pollutants in the 
Czech part of the international Odra basin.

Methods

Grey water footprint (GWF)

Grey water footprint is a part of the wa-
ter footprint introduced in 2002 (Hoekstra  
& Hung, 2003) and points to the level of pol-
lution. It is defined as the volume of freshwa-

ter required to assimilate a load of pollutants 
to the level of existing ambient water quality 
standards. The GWF calculation was made 
in accordance with the “Water Footprint As-
sessment Manual” (Hoekstra et al., 2012). 
The calculation is carried out in three steps: 
for each pollutant (i) and discharge point (j), 
the GWFj,i is calculated according to Equa-
tion (1). The pollutant with the highest value 
of the GWF at the point of j then indicates 
the GWF at j (Eq. 2). The GWF of a system 
under assessment is the sum of the GWFs of 
all pollutant emission points into the aquatic 
environment (Eq. 3).
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where:
GWFj,i  –  GWF of the pollutant i released 

into water at the point j [volume 
unit per time unit],

GWFj  –  GWF of pollutant at the point j 
[volume unit per time unit],

GWF  –  GWF of the subject [volume unit 
per time unit],

Lj,i  –  quantity of the pollutant i being 
emitted into water at the point j 
[weight unit per time unit],

Cmax,j,i  –  maximum permissible concentra-
tion of the substance i in receiving 
water at the point j [weight unit per 
volume unit],

Cnat,j,i  –  natural concentration of the sub-
stance i in receiving water at the point 
j [weight unit per volume unit],

n  – number of discharge points.
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Site description – Odra river basin

Two large European rivers have their 
springs in the central part of Europe, in the 
Czech Republic – Elbe and Odra. The analy-
sis was carried out for the Odra river basin 
in the Czech Republic (Fig. 1). A share of 
the Odra river on the total run-off from the 
Czech Republic is 9.8% and its district oc-
cupies about 7% of the total territory of the 
Czech Republic, with the area of 7,217 km2. 

Data sources

For the purpose of this study, data on all 
WWTPs listed in the Water balance database 
(ces. vodní balance) were analyzed. The 
principles of operation and data collection of 
the Water balance are regulated by the De-
cree of the Ministry of Agriculture 431/2001 
(Vyhláška Ministerstva zemědělství 
431/2001 Sb.). It is a national register of 
withdrawals and discharges. It orders all sub-
jects discharging wastewater into surface or 
groundwater in quantities exceeding annu-

ally 6,000 m3 or monthly 500 m3 to forward 
data on the water quantity and quality. In the 
Czech part of the Odra river basin, a total of 
3,056 records concerning 251 wastewater 
treatment plants are registered for the period 
from 2004 to 2018.

According to the outflow volume and in-
coming organic pollution, the WWTPs were 
divided into seven size categories, which 
reflect the most common size division of 
wastewater treatment plants according to EU 
and Czech regulations and standards (the an-
nual amount of treated wastewater is given 
in brackets):
– Category I for less than 50 PE  

(< 2,000 m3),
-	 Category II for 51–200 PE (2,001– 

–8,000 m3),
-	 Category III for 201–500 PE (8,001– 

–20,000 m3),
- Category IV for 501–2,000 PE (20,001– 

–80,000 m3),
-	 Category V for 2,001–10,000 PE 

(80,001–400,000),

 
FIGURE 1. Odra river basin district in the middle-north Europe (the area of interest is 
highlighted by hatch pattern; coordinates 49°95' N, 18°33' E) 
 
Data sources 

For the purpose of this study, data on all WWTPs listed in the Water balance database (ces. 
vodní balance) were analyzed. The principles of operation and data collection of the Water 
balance are regulated by the Decree of the Ministry of Agriculture 431/2001 (Vyhláška 
Ministerstva zemědělství 431/2001 Sb.). It is a national register of withdrawals and discharges. 
It orders all subjects discharging wastewater into surface or groundwater in quantities exceeding 
annually 6,000 m3 or monthly 500 m3 to forward data on the water quantity and quality. In the 
Czech part of the Odra river basin, a total of 3,056 records concerning 251 wastewater treatment 
plants are registered for the period from 2004 to 2018. 

According to the outflow volume and incoming organic pollution, the WWTPs were 
divided into seven size categories, which reflect the most common size division of wastewater 
treatment plants according to EU and Czech regulations and standards (the annual amount of 
treated wastewater is given in brackets): 
- Category I for less than 50 PE (< 2,000 m3), 
- Category II for 51–200 PE (2,001–8,000 m3), 
- Category III for 201–500 PE (8,001–20,000 m3), 
- Category IV for 501–2,000 PE (20,001–80,000 m3), 
- Category V for 2,001–10,000 PE (80,001–400,000), 
- Category VI for 10,001–100,000 PE (400,001–4,000,000 m3), 
- Category VII for more than 100,000 PE (> 4,000,000 m3). 

When evaluating the GWF, special attention must be paid to the selection/setting of the use 
of concentration limits, as these strongly affect the GWF value (Liu, Antonelli, Liu & Yang, 
2017; Miglietta et al., 2017). Maximum acceptable concentrations (Cmax) of a pollutant in a 
receiving watercourse are set by the Czech Technical Standard ČSN 75 7221 determining 
classification of surface water quality (Class II – Moderate polluted water) (Mičaník, Hanslík, 
Němejcová & Baudišová, 2017). Surface water quality according to Class II is described as 
being affected by human activities, but water quality indicators still reach values that allow for 
the existence of a rich, balanced and sustainable ecosystem. Natural concentration values (Cnat) 
are given by the same standard (Class I – Unpolluted water). The difference between the values 
of maximum acceptable concentration (Cmax) and natural concentration (Cnat) is described as 
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-	 Category VI for 10,001–100,000 PE 
(400,001–4,000,000 m3),

-	 Category VII for more than 100,000 PE 
(> 4,000,000 m3).
When evaluating the GWF, special at-

tention must be paid to the selection/setting 
of the use of concentration limits, as these 
strongly affect the GWF value (Liu, Antonel-
li, Liu & Yang, 2017; Miglietta et al., 2017). 
Maximum acceptable concentrations (Cmax) 
of a pollutant in a receiving watercourse are 
set by the Czech Technical Standard ČSN 
75 7221 determining classification of sur-
face water quality (Class II – Moderate pol-
luted water) (Mičaník, Hanslík, Němejcová 
& Baudišová, 2017). Surface water quality 
according to Class II is described as being 
affected by human activities, but water qual-
ity indicators still reach values that allow for 
the existence of a rich, balanced and sus-
tainable ecosystem. Natural concentration 
values (Cnat) are given by the same standard 
(Class I – Unpolluted water). The difference 
between the values of maximum acceptable 
concentration (Cmax) and natural concentra-
tion (Cnat) is described as the assimilation 
capacity of the flow (Jamshidi, 2019). A list 

of monitored parameters with their natural 
and maximum concentration values is given 
in Table 1.

Results and discussion

Pollution produced

Over the course of 15 years, the number 
of WWTPs in the Czech part of the Odra 
river basin increased by 38% (from 164 to 
227 facilities) and the GWF of inflowing 
pollution to WWTPs increased in total by 
33%. Progression in the amount of pollution 
supplied and treated at WWTPs as well as 
the increasing number of WWTPs in a given 
period are shown in Figure 2. 

If we relate the development of the pro-
duced pollution of individual pollutants to 
the beginning of the monitoring, we find that 
suspended solids show a permanent slight 
decrease in the order of percent units. The 
decline in suspended solids could be related 
to the drought of recent years. The phospho-
rus pollution produced remains more or less 
at the same level (phosphate detergents have 
been replaced by others, which could cause 

TABLE 1. Monitored parameters with their natural and maximum concentration values

Parameter Symbol Unit Cnat Cmax
Assimilation capacity

(Cmax – Cnat)

Biochemical oxygen demand BOD5 mg·l–1 2 4 2
Chemical oxygen demand COD mg·l–1 15 25 10
Suspended solids SS mg·l–1 15 25 10
Dissolved inorganic solids* DIS mg·l–1 300 450 150
Inorganic nitrogen Ninorg mg·l–1 2.75 5.55 2.8
Total phosphorus Ptot mg·l–1 0.05 0.15 0.1
Ammonium nitrogen N-NH4

+ mg·l–1 0.2 0.4 0.2

*There are no values in the regulations set for the DIS assimilation capacity. It was derived based on 
the assumption that DIS are a subset of total dissolved solids (TDS). The DIS assimilation capacity was 
determined on the level of ľ assimilation capacity of TDS (Ansorge et al., 2019) according to the ČSN 
75 7221 (Česká agentura pro standardizaci [ČAS], 1998). 
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phosphorus stagnation). The initial increase 
and subsequent decrease of organic pollution 
(expressed in BOD5 and COD) at inflows 
to WWTPs may be caused by the originally 
growing popularity of kitchen waste dispos-
ers, which have fallen into disfavor in recent 
years and are clearly not recommended. The 
amount of DIS pollution shows doubled val-
ues (compared to 2004) and the amount of 
produced inorganic nitrogen pollution tripled. 

Pollution discharged and the GWF 
reduction

More efficient methods of wastewater 
treatment are making a reduction in GWF 
more significant. While the average reduc-
tion of GWF at WWTPs in 2004 was 86%, 
after 15 years it was 93% (in 2018). The 
value of the GWF reduction has more or less 
stabilized over the last eight years especially 
in the size categories over 20,000 m3 per 
year (Fig. 3).

While the total GWF at the WWTPs in-
flows was 3.06·1011 m3; the total GWF at the 
WWTPs effluents was 2.6·1010 m3, detailed 
in Table 2. Also the increasing efficiency of 
the GWF reduction at WWTPs is significant 
(Fig. 3).

While the GWF of incoming pollution is 
caused predominantly by ammonium nitro-
gen (3/4 of cases), after passing through the 
WWTP, the GWF of the discharged pollution 
is caused, in addition to ammonium nitrogen, 
mainly by the discharged phosphorus.

Parameters causing the GWF 

Comparison between inflows and out-
flows from a point of view which parameter 
causes pollution the most in given in Figure 4. 
This has not been investigated in former 
studies which calculate GWF reduction at 
WWTPs. In the studied area, the GWFs at 
inflows were often determined by differ-
ent parameter than the GWFs at outflows  

the assimilation capacity of the flow (Jamshidi, 2019). A list of monitored parameters with their 
natural and maximum concentration values is given in Table 1. 
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based on the assumption that DIS are a subset of total dissolved solids (TDS). The DIS 
assimilation capacity was determined on the level of ¾ assimilation capacity of TDS (Ansorge 
et al., 2019) according to the ČSN 75 7221 (Česká agentura pro standardizaci [ČAS], 1998).  
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Over the course of 15 years, the number of WWTPs in the Czech part of the Odra river 
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TABLE 2. Comparison of the GWF at inflows and outflows from WWTPs

Year

GWF at the WWTP GWF reduction by passing through the WWTP size category

inflows outflows all Cat. II Cat. III Cat. IV Cat. V Cat. VI Cat. VII

×106 m3 %

2004 16 089 2 301 86 56 74 82 85 77 89

2005 18 177 1 866 90 83 76 77 87 83 93

2006 17 670 2 173 88 90 83 81 90 85 89

2007 18 684 1 581 92 84 89 89 90 90 93

2008 19 052 1 384 93 73 86 81 90 90 95

2009 17 439 1 406 92 82 75 85 87 90 94

2010 17 219 1 585 91 80 73 82 87 88 93

2011 24 104 1 650 93 78 64 83 86 91 95

2012 23 981 1 663 93 68 67 85 87 91 95

2013 27 236 2 072 92 75 62 82 89 90 95

2014 18 251 1 439 92 83 71 84 86 92 94

2015 21 641 1 637 92 77 73 78 86 92 95

2016 21 608 1 586 93 86 88 84 90 92 95

2017 23 429 1 758 92 90 81 85 90 91 95

2018 21 337 1 555 93 84 85 86 89 92 94

total AVG

305 918 25 655 91.4 79 78 83 88 90 94

 
FIGURE 3. The GWF reduction at monitored WWTPs 
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(Table 3). When considering the size catego-
ries, the overview is provided in Table 3. 

Effect of a WWTP size category  
on the GWF

Wastewater treatment plants, which 
belong to the two largest size categories 
(> 10,000 PE and > 100,000 PE), account 
for 82% of the total GWF value of dis-
charged pollution. The share of medium- 
-sized WWTPs (2,001–10,000 PE) is 10% 

and the share of GWF pollution discharged 
from all WWTPs smaller than 2,000 PE is 
only 8% (Table 4). 

In the case of the smallest and small 
WWTPs, the GWF of the discharged pollu-
tion is almost always caused by ammonium 
nitrogen (Tables 3 and 5). Small WWTPs 
generally must deal with less stable nitrifi-
cation (some older small WWTPs are not 
equipped for the process of nitrification 
at all) – this results in higher GWF caused 
by ammonium nitrogen at their effluents.  
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TABLE 3. Parameters causing the GWF at inflows and outflows, overviewed according to WWTP size 
categories
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Cat. II 43 23 2 8 0 1 2 2 0 0 1 23 54 43

Cat. III 17 5 1 3 0 0 0 0 0 0 2 33 81 59

Cat. IV 18 4 1 3 1 0 0 0 0 0 2 46 79 47

Cat. V 18 2 0 3 1 0 0 1 0 0 1 65 80 30

Cat. VI 19 2 0 3 3 1 3 3 0 0 1 49 74 42

Cat. VII 30 0 0 1 13 0 1 11 0 0 1 57 55 31
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In addition, small WWTPs are often not 
operated very professionally and emission 
standards for ammonium nitrogen are set up 
for WWTPs from the capacity of 2,000 PE, 
so the operators do not have to focus on the 
ammonium nitrogen removal. 

As the size of the WWTP enlarges, the 
share of the effluent GWF caused by to-
tal phosphorus increases. For the WWTPs 
size category IV (i.e. of projected capac-
ity for 501–2,000 PE), the GWF of dis-
charged pollution is almost equally caused 
either by ammonium nitrogen (47%) or by 
total phosphorus (46%). For WWTPs of 
2,000 PE and larger, the effluent GWF is 
most often determined by total phosphorus 
(Tables 3 and 5).

The effect of the WWTP size category on 
total GWF reduction is given in Table 5. The 
average value of GWF reduction for all cat-
egories, was 91.4%. 

The GWF of the WWTPs inflows is most 
often caused by ammonium nitrogen. This is 
due to the composition of municipal waste-
water and the prevailing reduction condi-
tions in the sewer.

In terms of effluents from WWTPs, the 
greatest burden for watercourses under the 
WWTPs is pollution caused by ammonium 

nitrogen and total phosphorus (among basic 
chemical parameters). 

The level of discharged nitrogen is impor-
tant for two reasons – eutrophication and the 
ammonium nitrogen toxicity to fish (the dis-
sociated form of NH4

+, which predominates 
at lower pH, is relatively harmless to fish; 
however the undissociated NH3 causes acute 
poisoning of fish at very low concentrations, 
≤ 0.1 mg·l–1). On the other hand, ammonium 
nitrogen is not stable in surface water and 
after discharge, it undergoes the nitrification 
relatively quickly – so the negative effect on 
water quality is rather local.

Both essential nutrients – nitrogen and 
phosphorus – contribute significantly to 
water eutrophication. In conditions of the 
Czech Republic, the nitrogen supply from 
point sources of pollution is prevailed by ni-
trogen load from agriculture and other dif-
fuse pollution sources although action plan 
to reduce nitrogen load from agriculture ex-
ists (Hrabánková, 2016, 2018). Conversely, 
phosphorus load discharged from the point 
sources of pollution prevails the diffuse pol-
lution sources.

High calculated GWF values of ammo-
nium nitrogen and total phosphorus are inter 
alia caused due to these parameters have the 

TABLE 4. Contribution of particular WWTP size categories on the total GWF of discharged pollution

WWTP
size category

Annual amount  
of treated wastewater

Number of records  
in the Water balance

Contribution to GWF  
of total discharged pollution

[%]

Cat. I < 50 PE 3 0

Cat. II 51–200 PE 127 0

Cat. III 201–500 PE 312 2

Cat. IV 501–2 000 PE 674 6

Cat. V 2 001–10 000 PE 575 10

Cat. VI 10 001–100 000 PE 343 38

Cat. VII > 100 000 PE 114 44
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lowest determined water assimilation capac-
ity; the difference between the maximum 
concentration in the receiving water body 
and the determined natural (background) 
concentration are only 0.1 mg·l–1 for Ptot, 
and 0.2 mg·l–1 for N-NH4

+.

Conclusions

The substantial contribution of this study 
is the long-term data interpretation using a 
tool of grey water footprint. The grey water 
footprint is defined as the volume of fresh-
water required to assimilate the load of 
pollutants. 

The study deals with the grey water 
footprint of municipal pollution in the Odra 
river basin on the Czech Republic territory. 
Over the course of 15 years, the number of 
WWTPs increased in the analyzed area by 
38%, i.e. from 164 to 227 facilities. The grey 
water footprint of pollution drained from mu-
nicipalities by sewers to WWTPs increased 

by 33%, mainly due to the construction of 
new WWTPs.

The reconstructions and introduction of 
more efficient techniques and advanced tech-
nologies into the process of wastewater treat-
ment have made the GWF reduction very 
significant. While in 2004 the average GWF 
reduction by passage through the WWTP 
was 86% (total GWF at WWTPs inflows 
and outflows were 16·109 and 2.3·109 m3 
respectively); in 2018, the average GWF re-
duction at municipal WWTPs was 93% (total 
GWF at WWTPs inflows and outflows were 
21·109 and 1.55·109 m3 respectively).

The efficiency of the smallest WWTP 
size categories in GWF reduction is less and 
during the analyzed period risen up from 56 
to 84%. As the wastewater treatment plant’s 
capacity increases, the percentage of GWF 
reduction rises up. The GWF reduction at 
largest WWTPs was 89% in 2004 and in av-
erage 94% in 2018.

The GWF of pollution at inflows to 
the WWTPs is predominantly caused by  

TABLE 5. General overview – total values of the GWF at inflows and outflows during the reported 
period; parameters that predominantly determine the GWF at inflows and outflows; and the percentage 
of GWF reduction at particular WWTPs size categories

WWTP
size 
category

GWF 
at the 

WWTPs 
inflows

[×106 m3]

Parameter 
predominantly 

causing the 
GWF at 
inflows

GWF at the 
WWTPs 
outflows

[×106 m3]

Parameter 
predominantly 

causing the 
GWF at 
outflows

GWF 
reduction

by WWTPs
[%]

Change of indicator 
causing the GWF 

at inflows vs. 
outflows*

[% of cases]

Cat. I 1.3 N-NH4
+ 0.3 N-NH4

+ 74 0

Cat. II 198 N-NH4
+ 41 N-NH4

+ 79 39

Cat. III 1 361 N-NH4
+ 306 N-NH4

+ 78 41

Cat. IV 8 269 N-NH4
+ 1 389 N-NH4

+/ Ptot 83 57

Cat. V 22 132 N-NH4
+ 2 637 Ptot 88 73

Cat. VI 79 311 N-NH4
+ 8 272 Ptot 90 61

Cat. VII 194 021 N-NH4
+ 12 389 Ptot 94 87

*The percentage of cases when the GWF of inflow is caused by a different parameter than the GWF 
of outflow.
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ammonium nitrogen and secondarily also 
by BOD5. The GWF of pollution at the 
WWTPs discharges is most often caused by 
total phosphorus (it occurs mainly at efflu-
ents from larger and large WWTPs) and am-
monium nitrogen (mainly at effluents from 
small WWTPs). In 5% of cases, the GWF of 
discharged pollution is caused by BOD5.

When evaluating the GWF, special atten-
tion must be paid to the concentration limits, 
as these strongly affect the final GWF value.

The pollution evaluation via the GWF 
methodology can offer a suitable comple-
ment to the traditional quantification of ab-
solute values of the amount of pollution.
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Summary

Role of wastewater treatment plants 
in pollution reduction – evaluated by 
grey water footprint indicator. The 
study assesses the pollution discharged 
from 251 wastewater treatment plants 
(WWTPs) throughout the Odra river ba-
sin in the Czech Republic. The develop-
ment of pollution production over a period 
of 15 years (2004–2018) together with  
a number of WWTPs in the Odra river 
basin were analyzed. The grey water foot-
print (GWF) of discharged pollution was 
determined both in terms of individual size 
categories of WWTPs and in terms of the 
parameter that most affects the level of pol-
lution. The share of the small WWTPs size  
categories (up to 2,000 PE) on the total 
GWF value of discharged pollution is only 
8%, although these are the most numer-
ous. The share of the WWTPs of the size  
category > 10,000 PE on the total GWF 
value of discharged pollution is 82%.  
Total phosphorus (at large WWTPs) and 
ammonium nitrogen (at small WWTPs) 
were identified as the key pollutants that 
most determine the value of the grey water 
footprint of discharged pollution.
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Introduction

Road construction projects belong to the 
most costly public procurement activities 
worldwide. It is, therefore, crucial to man-
age these projects appropriately from the 
cost point of view from the early stages of 
the project through the construction phase 
and operation phase until demolition. Public 
authorities tend to apply the life-cycle cost 
(LCC) approach more frequently recently, 
however, in practice, there is a lack of data 
and experience in order to predict future costs 
precisely. Accurate estimation of the LCC is 
essential as it contributes to the informed 
decisions about the selection of the optimal 
project alternative from the long-term per-

spective. The underestimation of costs may 
lead to inefficient allocation of resources and 
it is also considered as major source of risk 
in project appraisal (Odeck, Welde & Vol-
den, 2015). Makovšek, Tominc and Logožar 
(2012) even speak about systematic cost 
overruns in transport infrastructure projects 
that lead to distorted cost-benefit analysis, 
where LCC is on the side of cost, while ben-
efits represent items such as savings in travel 
time or reduction in accidents (Korytárová  
& Papežíková, 2015).

Unfortunately, road construction projects 
are extremely complex and difficult to man-
age, and therefore frequently facing misin-
formation about the costs. This often results 
in high-cost overruns which may also affect 
the quality of works, service life and overall 
viability of the project itself. According to 
Kennedy, Pantelias, Makovšek, Grewe and 
Sindall (2018), the uncertainty in cost esti-
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mation evolves over the project life-cycle 
and arises from the difficulties in estimating 
construction, maintenance, operation and fi-
nancing costs. 

One of the serious problems are discrep-
ancies between planned costs (estimated 
in the early stages of the project) and ac-
tual realized costs (after the completion of 
the works) (Peško et al., 2017). Chong and 
Hopkins (2016) claim that the variability be-
tween planned and actual costs may cause 
the reduced scope of works (the project is 
not implemented in the full range), cancel-
lations and non-fulfilment of expected rates 
of return. 

According to Tijanić, Car-Pušić and 
Šperac (2020), the discrepancies between 
planned and actual costs stem from the lack 
of data and information in the conceptual 
phase of the project. The incompleteness of 
the data makes the cost estimation difficult 
and burdened by uncertainty. As a result, er-
rors in the project are usually transformed 
into price adjustments and the extended dura-
tion of the construction phase (Pilger, Mach-
ado, de Assis Lawisch-Rodriquez, Zappe, 
Rodriquez-Lopez, 2020). 

The spectrum of cost overrun causes 
is wide due to the complexity of road con-
struction projects. Numerous researchers 
(e.g.: Cantarelli, Flybjerg, Molin & van 
Wee, 2010; Adel, Elyamany, Belal & Kotb, 
2016) reported four categories of cost over-
runs origin: technical (e.g. inadequate data), 
economic (e.g. deliberate underestimation 
due to lack of resources), psychological (e.g. 
tendency to underestimate time, costs and 
risks) and political (cost underestimation to 
increase the probability of project accept-
ance). From the economic point of view, it 
is also important to take into account the 
prices of raw materials as road construc-
tion projects are of a long-term perspective. 

These prices are affected by future economic 
development and, therefore, may be diffi-
cult to predict (Loulizi, Bichiou & Rakha, 
2019). The LCC of real projects can also 
be affected by the contract type. It has been 
shown on the example of national roads in 
Indonesia that the use of performance-based 
contracts has the potential to create lower 
LCC compared to traditional approaches (as 
performance-based contracts are lowered by 
preventive interventions that may delay and 
limit road structure deterioration, i.e. reduce 
long-term costs (Susanti, Wirahadikusumah, 
Soemardi & Sutrisno, 2019). For this pur-
pose, it is important to identify maintenance 
and repair works for a particular structure as 
well as their average repetition. For instance, 
Bhaskaran, Palaniswamy and Rengaswamy 
(2006) listed normally occurring repair 
works for a concrete road bridge (sealing of 
cracks, repairing spalled portion, worn coat-
ing, joints expansion and concrete railing). 
The resulting bid price is affected also by 
other influencing factors, such as competi-
tion of many bidders in the tender process 
(Hanák & Muchová, 2015) or by the use of 
electronic reverse auctions (Hanák & Ser-
rat, 2018). On the other hand, the accuracy 
of the estimation of the planned costs might 
be affected by an estimator itself. As Odeck 
et al. (2015) claim, estimates by experts who 
are contracted as external consultants are 
more accurate compared to the estimates 
made by contracting authorities themselves. 
Therefore, it is important to cooperate with 
experienced stakeholders as their experience 
achieved from previous projects may help to 
prevent possible errors (Tijanić et al., 2020). 
According to Pilger et al. (2020), many er-
rors result from geological, geotechnical and 
soil quality studies. 

The application of control mechanisms, 
advanced methods and tools to manage the 



39

Korytárová,	 J.,	 Hanák,	 T.	 (2022).	 Analysis	 of	 road	 construction	 projects	 price	 changes		
in	the	selected	phases	of	their	life-cycle.	Sci. Rev. Eng. Env. Sci.,	31	(1),	37–46.	DOI	10.22630/10.22630/
srees.2322

costs of road construction projects is highly 
needed since the great magnitude of cost 
overruns is evident. Researchers applied var-
ious approaches to improve cost estimation, 
e.g. neural networks were applied for early 
cost estimation of road tunnel construction 
(Petroutsatou, Georgopoulos, Lambropoulos 
& Pantouvakis, 2012). Their models enable 
decision-makers to compare design alterna-
tives from a cost perspective which supports 
the creation of viable financial plans. Tijanić 
et al. (2020) proposed general regression 
neural network model of early cost estimate 
of road construction projects with the MAPE 
(mean absolute percentage error) of 13.06% 
providing better results than multilayer per-
ceptron, radial basis function neural network 
and linear regression. 

Peško et al. (2017) compared neural net-
works and support vector machine for the 
purpose of urban road construction cost and 
duration estimation. The best support vector 
machine model achieved higher precision 
with the MAPE of 7.06% when compared to 
neural networks. Wang, Yu and Chan (2012) 
compared the success of different models for 
predicting construction costs between logistic 
regression, artificial neural networks (ANN), 
more specifically single ANNs, bootstrap 
aggregating ANNs and adaptive boosting 
ANNs, and support vector machine. They 
have shown on the sample of 92 projects 
that the best overall prediction accuracy was 
achieved by a support vector machine. Fur-
thermore, different models can be combined 
to create hybrid models, as applied by Petru-
sheva, Car-Pušić and Zileska-Pancovska 
(2019). Their support vector machine-based 
hybrid model achieved accuracy with the 
MAPE of 1.01% and correlation coefficient 
between actual and planned values of 0.998.

The available body of literature confirms 
the need for advanced LCC management of 

road construction projects. Although the re-
searchers use different quantitative as well as 
qualitative approaches to tackle how the LCC 
prediction can be improved, there is a lack of 
data based on a detailed analysis of contrac-
tual documentation between the contracting 
authorities and contractors. This paper, there-
fore, aims to address this specific issue by 
examining the documentation of the sample 
of regional road construction projects in the 
South Moravian Region (Czech Republic). In 
particular, the presented study seeks to reveal 
and discuss the causes of cost overruns that 
are contained in contractual documentation. 
The study focuses on selected phases of the 
building object life-cycle, more specifically 
procurement and construction phases.

The content of this paper is structured as 
follows. The following section presents ma-
terials and methods employed to achieve the 
aim of this paper. The third section presents 
and discusses results of the analysis and the 
final section summarises general conclu-
sions, states research limitations and outline 
future research directions.

Material and methods

This study effectively combines qualita-
tive and quantitative research methods to ad-
dress the researched topic. First of all, the set 
of contractual documentation for road con-
struction projects in the studied area (South 
Moravian Region) has been collected from 
available public sources. In addition, the 
research sample contains two road bridge 
projects in the urban area, which seamless-
ly connect to the city’s road networks. This 
involves data from contracts for works and 
supplementary documentation such as the 
investor’s website where information about 
basic project characteristics can be obtained 
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as well as data from the Journal of Public 
Procurement (ces. Věstník veřejných za-
kázek). All analysed projects are by the same 
contracting authority. Regarding the procure-
ment procedure, contractors were selected 
on the basis of the lowest bid price under 
the open procedure. All projects belong to 
the category of below-threshold and above-
threshold contracts according to the Czech 
Public Procurement Act (Zákon 134/2016Zákon 134/2016 
Sb.), i.e. small-scale contracts are not includ-, i.e. small-scale contracts are not includ-
ed in the dataset.

In total, data on 41 projects were col-
lected. Each project has been characterised 
by numerical data and by data describing 
the causes of cost overruns. The project was 
included in the dataset under the condition 
that all necessary documents and variables 
are provided and that the execution of con-
struction works has been completed. This 
has resulted in a reduced final dataset of 
16 projects. Such a large reduction of the da-
taset points to the fact that despite the obliga-

tion to make all these data publicly available, 
in the reality, a significant part of the data is 
missing. 

Dataset of road construction projects

Each project has been characterized by 
a set of variables that were taken from col-
lected documentation. This involves the 
estimated value (EV) of the project set be-
fore the public procurement procedure has 
started, contract price (CP) that has been 
negotiated between the contracting author-
ity and winning supplier in the contract for 
work, actual price (AP) representing the 
resulting price from the contract when all 
the amendments and changes to the project 
are taken into account. If follows that only 
completed projects were considered and ana-
lysed. Furthermore, the number of tenderers 
(NoT) and the number of amendments (NoA) 
subsequently agreed to the contract are also 
provided for each project (Table 1). 

TABLE 1. Basic description of the dataset 

ID Project EV 
[EUR]

CP 
[EUR]

AP 
[EUR] NoT NoA

1 II/379 Tišnov – Drásov 2 756 242 2 278 646 2 329 758 4 2
2 II/413 Dobelice – Hostěradice 1 549 609 929 688 1 007 877 6 2
3 II/373, III/37367 Březina transit 2 763 594 1 732 422 1 841 804 12 3
4 III/49918 Hrubá Vrbka transit 1 792 373 1,239 839 1 248 275 8 3
5 II/431 Kojátky relocation 2 265 670 1 660 155 1 784 674 3 2
6 II/408 Hrádek transit 2 381 967 1 845 055 1 836 386 6 3
7 II/432 Kyjov – Milotice – Ratíškovice 2 110 664 1 126 126 1 083 382 10 2
8 II/408 Krhovice transit 1 321 836 945 341 958 565 5 2
9 II/421 Terezín – Velké Pavlovice 4 426 793 3 426 768 3 501 449 4 3
10 II/602 Brno Jihlavská, bridge 1 236 680 734 346 753 952 6 2
11 II/152 Jamolice transit 2 561 016 1 791 016 1 918 373 14 6
12 II/602 Ostrovačice transit, 2nd construction 847 305 605 437 681 151 11 1
13 II/430 Tučapy – Vyškov (non-urban area) 2 843 453 2 296 057 2 388 838 9 2
14 II/380 Moutnice transit 2 740 586 1 898 170 1 933 059 8 6
15 II/422 Podivín – Lednice 3 066 406 2 295 987 2 390 955 6 4
16 III/15289 Brno Evropská, bridge 3 945 313 3 108 418 3 145 540 8 3
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Tenders’ data processing 

The following variables were defined in 
order to reveal the magnitude of the relative 
differences between EV, CP and AP:

7 II/432 Kyjov – Milotice – Ratíškovice 2 110 664 1 126 126 1 083 382 10 2 
8 II/408 Krhovice transit 1 321 836 945 341 958 565 5 2 
9 II/421 Terezín – Velké Pavlovice 4 426 793 3 426 768 3 501 449 4 3 

10 II/602 Brno Jihlavská, bridge  1 236 680 734 346 753 952 6 2 
11 II/152 Jamolice transit 2 561 016 1 791 016 1 918 373 14 6 

12 II/602 Ostrovačice transit, 
2nd construction 847 305 605 437 681 151 11 1 

13 II/430 Tučapy – Vyškov (non-urban area) 2 843 453 2 296 057 2 388 838 9 2 
14 II/380 Moutnice transit 2 740 586 1 898 170 1 933 059 8 6 
15 II/422 Podivín – Lednice 3 066 406 2 295 987 2 390 955 6 4 
16 III/15289 Brno Evropská, bridge  3 945 313 3 108 418 3 145 540 8 3 
 
Tenders’ data processing  

The following variables were defined in order to reveal the magnitude of the relative 
differences between EV, CP and AP: 

𝐶𝐶𝐶𝐶_𝐸𝐸𝐸𝐸 = 𝐶𝐶𝐶𝐶 − 𝐸𝐸𝐸𝐸
𝐸𝐸𝐸𝐸 100% 

where CP_EV stands for the ratio between the contract price and the estimated value. This 
variable indicates whether the resulting price from the public tender is lower or higher when 
compared to the estimated value. 

The next variable AP_CP (actual price – contract price ratio) shows how the price for the 
contract changed since signing the contract for work until the completion of works and 
invoicing. AP_CP is defined by the following equation: 

𝐴𝐴𝐶𝐶_𝐶𝐶𝐶𝐶 = 𝐴𝐴𝐶𝐶 − 𝐶𝐶𝐶𝐶
𝐶𝐶𝐶𝐶 100% 

Finally, the AP_EV ratio is calculated in order to find out whether the actual price tends to 
get closer to the estimated value when compared to the tender price as a consequence of 
negotiation of contractual amendments with extra works, price adjustments etc. 

𝐴𝐴𝐶𝐶_𝐸𝐸𝐸𝐸 = 𝐴𝐴𝐶𝐶 − 𝐸𝐸𝐸𝐸
𝐸𝐸𝐸𝐸 100% 

Finally, the tender documentation was analysed from the qualitative point of view in 
order to reveal potential causes of project value/price relative differences. In particular, 
contract for works and all related amendments were considered from this perspective. 
 
RESULTS AND DISCUSSION 
Quantitative evaluation  

A comparison of construction costs in individual project phases (stated in prices without 
VAT) is shown in Figure 1. The three variables analysed (CP, EV, AP) show the difference 
between the contract price and the estimated value, the actual price and the contract price, the 
actual price and the estimated value.  

Data in Figure 1 and Table 2 clearly show significant differences between the estimated 
value and contract price. The mean value for the CP_EV variable is –29.25% and the median 
value is –28.51% indicating that contract price is considerably lower if compared to the 
estimated value. Such difference can be attributed to two potential causes: (1) the estimated 
value was not set correctly, in other words, it is overestimated and (2) the competition 
between individual suppliers on the market is pushing the market price down. On the other 
hand, when regarding the AP_CP values, it is clear that projects tend to increase the actual 
value of the works carried out compared to the price resulting from the works contract. 
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% 
CP_EV –17.33 –46.65 –29.25 –28.51 

AP_CP –3.80 12.51 3.62 2.46 

AP_EV –15.47 –48.67 –26.68 –24.00 
 

It is clear from the market analysis which includes the bid prices of the contractors in 
each tender, that the bid prices of each unique contract have a relatively wide range. Table 3 
shows the contract price (CP in Column b) of each public tender and the maximum relative 
difference of contract price from the bid price of the most advantageous bid which was 
assessed on the basis of the lowest tender price criterion (Column c) and the relative 
difference between the contract price and the expected value (Column d).  

It is clear from the comparison of the relative differences in Table 3 Columns c and d that 
the maximum bid price for Projects 6, 7, 8, 11, 13, 15 and 16 is close to the estimated value of 
the project, in other cases the estimated value is always higher. 
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a b c d 
1 2 279 12.38 17.33 
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3 1 732 52.82 37.31 
4 1 240 18.14 30.83 
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Data in Figure 1 and Table 2 clearly 
show significant differences between the es-
timated value and contract price. The mean 
value for the CP_EV variable is –29.25% 
and the median value is –28.51% indicating 
that contract price is considerably lower if 
compared to the estimated value. Such dif-
ference can be attributed to two potential 
causes: (1) the estimated value was not set 
correctly, in other words, it is overestimated 
and (2) the competition between individual 
suppliers on the market is pushing the market 
price down. On the other hand, when regard-
ing the AP_CP values, it is clear that projects 
tend to increase the actual value of the works 
carried out compared to the price resulting 
from the works contract.

TABLE 2. Basic statistics of the dataset

Variable
Min Max Mean Median

%
CP_EV –17.33 –46.65 –29.25 –28.51
AP_CP –3.80 12.51 3.62 2.46
AP_EV –15.47 –48.67 –26.68 –24.00

It is clear from the market analysis which 
includes the bid prices of the contractors 
in each tender, that the bid prices of each 
unique contract have a relatively wide range. 
Table 3 shows the contract price (CP in Col-
umn b) of each public tender and the maxi-
mum relative difference of contract price 
from the bid price of the most advantageous 
bid which was assessed on the basis of the 
lowest tender price criterion (Column c) and 
the relative difference between the contract 
price and the expected value (Column d). 

It is clear from the comparison of the rel-
ative differences in Table 3 Columns c and d 
that the maximum bid price for Projects 6, 7, 
8, 11, 13, 15 and 16 is close to the estimated 
value of the project, in other cases the esti-
mated value is always higher.

TABLE 3. Market analysis of individual tenders

ID CP
[EUR]

Max relative 
difference of bid 
price from CP

[%]

Relative 
difference  

of EV from CP

a b c d
1 2 279 12.38 17.33
2 930 10.09 40.01
3 1 732 52.82 37.31
4 1 240 18.14 30.83
5 1 660 15.10 26.73
6 1 845 20.13 22.54
7 1 126 45.60 46.65
8 945 23.74 28.48
9 3 427 8.74 22.59
10 734 64.59 40.62
11 1 791 36.71 30.07
12 605 39.93 28.55
13 2 296 21.40 19.25
14 1 898 10.04 30.74
15 2 296 19.41 25.12
16 3 108 19.41 21.21

It is possible to identify projects where 
CP may be considered to be of an excep-
tionally low bid price nature by looking 
at Figure 1. In particular, Projects 2, 7 and 
10 show a CP_EV value lower than –40%, 
which means that their CP has fallen by 
more than 40% compared to the EV. Giv-
en the fact that the decrease in bid prices 
is dependent on the number of bids sub-
mitted in the tender (Hanák & Muchová), 
it was further investigated whether there 
is any relationship existing between NoT 
and CP_EV. The R2 value of a logarithmic 
trend line is 0.1213 indicating that there is 
no strong relationship between examined 
variables (Fig. 2a). Therefore, it cannot be 
statistically claimed that a higher number of 
tenderers cause a higher difference between 
EV and CP. 

Analysis of the AP_CP variable reveals 
how the actual price paid by the contracting 
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authority after the competition of the project 
has changed when compared to the contract 
price. Both the mean and the median values 
are close to 0% (3.62 and 2.46% respective-
ly). Accordingly, it can be stated that gener-
ally, award prices and contract prices values 
do not differ much from each other. Never-
theless, if minimum and maximum values 
are considered (–3.80 and 12.51%), it is clear 
that for individual projects there can be sig-
nificant changes made to the budget. It might 
be of interest to check whether the higher 
value of AP_CP is connected to the lower 
value of CP_EV. In particular, this idea leads 
to the potential application of the bidding 
strategy of submitting lower (CP) bids in the 
tender procedure followed with the expecta-
tion of AP increase e.g. as a result of extra 
works, i.e. unbalanced bidding (Nyström & 
Mandell, 2019). 

Data in Figure 2b clearly shows that 
there is no relation between the examined 
variables CP_EV and AP_CP. For exam-
ple, for Project 4 (that is the project with the  
CP_EV = –30.83%), CP is almost equal to AP 
(AP_CP = 0.68%), thus there was no change 
to the project price during its implementa-
tion. In contrast, Project 12 with a similar 
value of CP_EV (CP_EV = –28.55%) reaches  

AP_CP = 12.51%. From this, we can con-
clude that variations between CP and AP de-
pend not just on extra works, but also on can-
celled work and other types of amendments 
that can be caused by various causes. 

Finally, when taking into consideration 
the results of CP_EV and AP_CP analysis, it 
is not surprising that AP_EV values are close 
to the CP_EV values. Of course, several 
relative differences can be observed, e.g. for 
Project 12 for which CP_EV = –28.55% and 
AP_CP = –19.61%. Results of the above- 
-stated analyses indicate the need for qualita-
tive analysis, which may help to reveal the 
causes of differences between CP and AP. 
In particular, such analysis needs a detailed 
study of project contractual documentation 
related to its real implementation.

Analysis of contractual documentation 
for project implementation

In order to understand the causes of vari-
ations between CP and AP, an in-depth study 
of contractual documentation has been con-
ducted for all 16 analysed projects. In partic-
ular, attention has been paid to the contracts 
for work and all related amendments that 
were negotiated in connection with modifi-
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cations to the project during its implementa-
tion phase. Table 1 provides the number of 
amendments for each project. Data suggests 
that negotiation on amendments belongs to 
the common practice for road construction 
projects. The number of amendments varies 
from 1 to 6 for a particular contract. 

When all the contracts for work with 
amendments were collected, the causes of 
project modifications were sought. It has been 
revealed that modifications mostly relate to 
the changes in the scope and extent of the 
project (i.e. extra work and cancelled work). 

The actual causes of changes in construc-
tion costs, the difference between the con-
tract price and the final price of individual 

projects recorded in the amendments to the 
contracts between the contracting authority 
and the construction contractor are summa-
rized in Table 4.

In total, causes were grouped into 12 cat-
egories, where unbearable subsoil/replace-
ment of underlayer and replacement of un-
suitable material were the most frequent. 
This is mainly due to inadequate structural 
testing during the construction phase and 
refinement of the survey plan according 
to reality, i.e. change of the scope of work 
project/reality. Due to the fact that these 
projects are carried out in built-up areas, un-
planned conflicts with existing utilities and 
current requirements of administrations, e.g. 
public lighting or requirements for the addi-
tion of traffic signs, also appear to be a more 
frequent cause.

Conclusions

It is clear from the overall project analy-
sis that there is a relatively high level of in-
terest from contractors in public works con-
tracts for regional road construction, which is 
evident from the number of contractors who 
tendered for the contracts under research (3 
to 14 tenders) in the sample studied. The 
market has therefore significantly reduced 
the construction costs in the first phase com-
pared to the expected value. Another issue 
is the difference between the contract price 
and the final price, which in all cases has in-
creased due to various implementation rea-
sons, among which, in the project area, the 
survey and design work – unbearable subsoil 
leading to the replacement of the proposed 
underlayer, changes in material properties, 
conflicts with existing utilities or the need 
to demolish unknown structures during the 
project. The relative differences between the 

TABLE 4. The frequency of main causes of 
changes in construction costs of projects under 
research during their implementation 

Cause of change Project number
C1:    Completion to/change  

in technical design 1, 16

C2:    Increase in asphalt layers 
and milling area 2, 8

C3:    No need for implementation 
documentation and 
geometric plans

2

C4:    Unbearable subsoil/ 
/replacement of base layer

3, 9, 11, 13, 
14, 15

C5:    Replacement of unsuitable 
material 4, 5, 6, 13, 14, 16

C6:    Conflicts with existing  
utilities 6, 9, 11, 12

C7:    Demolition of unknown 
structure 6, 11, 12

C8:    Change in rock classification 11
C9:    Emergency condition of the 

culver 
Culvert disrepair

12

C10:  Requests from other  
organisations (police, tech-
nical building management)

10, 13

C11:  Reinforcement of diversion 
routes 14

C12: Another acreage 7
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contract price and the final price can be con-
sidered satisfactory (the mean 3.62% and the 
median 2.46% based on an interval between 
–3.8 and 12.51%). 

Information and knowledge about the 
cost progress in the implementation phase 
should lead to the refinement of the ex-
pected value in particular, which is a very 
important aspect of investment activities, as 
it is one of the basic items of information on 
how many financial resources will be need-
ed for the implementation of the project, 
what type of tender needs to be launched 
and whether the investor is able to finance 
the project from his own or other available 
sources (especially EU subsidies). From the 
managerial perspective, the findings pre-
sented in this paper aim to help construction 
professionals, among others, by identify-
ing the most common causes of negotiating 
contractual amendments for road construc-
tion projects.

It was unfortunately not possible to pro-
ceed to a more detailed analysis that would 
allow, for example, to study the detailed 
financial impact of the specific identified 
causes on the construction project due to the 
extent of the documentation and the struc-
ture of the data available. Following research 
could therefore provide further interesting 
findings in this respect, which have the po-
tential to help investors to prepare projects in 
a way that would further minimise the need 
to adjust the scope/method of works and ne-
gotiate contractual amendments.
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Summary

Analysis of road construction projects 
price changes in the selected phases of 
their life-cycle. This paper deals with an 
analysis of causes that lead to the change in 
price (value of construction costs) of road 
infrastructure projects in selected phases 
of the building structure life-cycle, more 
specifically procurement and construction 
phases, with the aim to refine the price 
estimation in the estimated value determi-
nation phase. The sample of regional road 
construction projects in the South Moravian 
Region (Czech Republic) documentation 
forms the basis for the research. The meth-
odological procedure is aimed at monitoring 
changes in the value of construction costs 
during the preparation and implementation 
phase of the construction. Estimated values, 
contract prices and actual prices of indi-
vidual projects are compared to determine 
them and the reasons for their differences 
are discussed. The changes (decrease) in the 
values of construction costs determined by 
estimated value and contract price show the 
strong influence of the construction mar-
ket and the interest of construction compa-
nies in the implementation of public works 
contracts in the field of road infrastructure 
projects. The relative differences range up 
to 47%. The changes (increase) in construc-
tion costs determined by contract price and 
actual price are much lower, up to 13%, 
and result from specific situations during 
the implementation of the construction, for 
which subsoil bearing capacity problems 
and material changes were determined as 
the most significant.
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Introduction

Population (demographic pressure), in the 
process of urbanization, influences different 
types of natural land cover to be destroyed 
and changed/replaced with impervious ma-
terials very common in urban areas, such as 
concrete, asphalt, stone, metal, glass, and 
other materials which have low albedo values 
and which absorb heat, causing the released 
energy to increase (Buyantuyev & Wu, 2009; 
Harlan & Ruddell, 2011; Santamouris, Syn-
nefa & Karlessi, 2011). All of these develop-
ments cannot escape at all without radical 
changes. Such changes affect the reduction of 
the amount of oxygen produced by the natural 
soil cover; reduction in evaporation; increase 

of surface flow (urban runoff); absorption, 
storage, and increase of heat; deterioration of 
air quality; deterioration of water quality, etc. 
(Berila & Dushi, 2021).

The process of urbanization has under-
gone a great and rapid development due 
to the high growth of the population. Such 
processes, which directly affect people, are 
of great importance. Therefore, such and 
similar processes lead to only one possitive 
path: positive development (Morefield, Fann, 
Grambsch, Raich & Weaver, 2018; Berila & 
Isufi, 2021a). Developments which in them-
selves have rapid rates and large changes, 
the effects, of course, will not be satisfactory. 
Such processes, during development, produce 
effects that are harmful. These effects con-
sist of: increase of surfaces with impervious 
materials; reduction/destruction/damage of 
green areas; reduction/destruction/damage of 
natural surfaces; empowerment of materials 
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with low albedo values – increase of tempera-
ture, etc. All these effects that we mention, to 
a large extent, are encountered in cities. 

Based on the information discussed in 
the paragraphs above it is more than under-
standable and logical that if we were to make 
a comparison between cities and rural areas 
in terms of heat, we would clearly see that 
the temperatures will be higher in the former. 
It is precisely such effects and processes that 
have led to the emergence in these areas of 
a very harmful phenomenon with a host of 
negative effects – urban heat island (UHI) – 
a phenomenon in which higher temperatures 
are encountered in urban areas compared to 
peripheral or rural areas (Wang, Zhang, Tsou 
& Li, 2017). It is very important to note that 
the UHI phenomenon can appear in all areas 
in which natural surface changes are made 
with artificial ones and in those cases when 
the earth is left completely bare, regardless 
of whether it is in urban, peripheral, or rural 
area (Ursu, 2019). The increase of human ac-
tivities in the cities will make the UHI phe-
nomenon even stronger. This phenomenon, 
with all its negative effects, will seriously 
endanger the human population (especially 
those living in cities) (Mohajerani, Bakaric 
& Jeffrey-Bailey, 2017; Peres, Lucena, Ro-
tunno Filho & de Almeida França, 2018). 
It is crucial that the municipalities, or other 
governmental authorities, emphasize the dan-
gerousness of the UHI phenomenon, while 
proposing solutions (as much as possible).

The UHI phenomenon has three types 
– depending on how the temperature is 
measured (Fabrizi, Bonafoni & Biondi, 
2010; Sherafati, Saradjian & Rabbani, 2018; 
Berila & Isufi, 2021b; Isufi, Berila & Bulliqi, 
2021):
a)  Canopy layer heat island (CLHI) – this 

layer lies approximately at the average 
height of buildings and is determined by 

measuring the air temperature at a height 
of 2 m above the ground. The CLHI has 
usually been measured using sensors 
mounted on fixed meteorological stations 
(Nichol, Fung, Lam & Wong, 2009; Clay 
et al., 2016; Berila & Isufi, 2021b; Isufi 
et al., 2021).

b)  Boundary layer heat island (BLHI) – lies 
above the CLHI layer and can reach 
a thickness of up to 1 km. It is meas-
ured using special platforms, such as 
radiosondes and aircraft (Berila & Isufi, 
2021b; Isufi et al., 2021).

c)  Surface urban heat island (SUHI) – dif-
ference in radiant temperature between 
urban and non-urban surfaces. The meas-
urement/determination of this layer is 
done using thermal remote sensors (Beri-
la & Isufi, 2021b; Isufi et al., 2021).
Science has made significant progress in 

how the UHI phenomenon can be measured. 
In regard to the method used by research-
ers, which entirely depends on the data the 
researchers has, the tools they retains, and 
the accuracy required. In cases when in the 
study area there are different restrictions on 
measuring the UHI phenomenon, such as the 
lack of equipment/instruments for measuring 
temperature and their inhomogeneous distri-
bution (as in our case of the study area), then 
it is necessary to use GIS and remote sens-
ing techniques (Berila & Dushi, 2021). Us-
ing them to measure the UHI phenomenon 
represents SUHI, which is determined using 
geospatial technology through the calcula-
tion of the land surface temperature (Voogt 
& Oke, 2003; Despini et al., 2016; Pour  
& Voženílek, 2020).

During the hot season(s) and the day, 
SUHI values get higher and vice versa (Roth, 
Oke & Emery, 1989; Yuan & Bauer, 2007). 
The UHI phenomena have a lot of seasonal 
variation and the temperature values meas-
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ured with remote sensing techniques will 
also depend on the materials from which the 
buildings are built, the orientation and densi-
ty of the buildings, etc. Consequently, a UHI 
can also appear in a sparsely populated area 
due to building construction materials and 
related activities. 

The Republic of Kosovo has not yet been 
able to escape/avoid such changes and all 
the negative effects they bring. Due to the 
high density/activities of the population, the 
caused changes, and the surfaces with imper-
vious materials, in the second largest city of 
Kosovo–Prizren, have caused quite notice-
able challenges to appear, which require very 
careful and quick solutions.

The main goal of our work is to make 
a connection between the atmosphere and 
the land surface temperature in order to reach 
the identification of all areas that are affected 

and face the SUHI phenomenon; to map the 
summer SUHI for the entire Municipality of 
Prizren in order to see whether the cadastral 
zones with the highest population density 
(greater emphasis of human activities) are 
the ones that face the most with this phenom-
enon. Our other goal is to help the city leaders 
identify the areas that are attacked and endan-
gered by the SUHI phenomenon so that they 
can take immediate action to mitigate this 
phenomenon in order that the population of 
those areas can live as healthy as possible. 

Study area

Prizren is the second largest city in the 
Republic of Kosovo after Prishtina. The co-
ordinates of Prizren are 42°00′ and 42°20′ N 
and 20°30′ and 21°00′ E (Fig. 1). It is a town 

at lower altitudes, while in the mountains the harsh alpine climate dominates (UN-HABITAT, 
2012). These climatic characteristics and mountain terrain are the reasons for the rich natural 
resources that contribute to the economic development of the country and the region 
(Universiteti Teknik i Stambollit, Urban Design Studio, Plan&Art [UTS, UDS & Plan&Art], 
2012). 
 

 
FIGURE 1. Location of the study area 
 

We have compiled Figures 2 and 3 to have a clearer picture of the distribution of 
settlements in the city of Prizren, as well as to highlight and distinguish areas urbanized from 
areas with vegetation. Figure 2 presents CORINE land cover (CLC) of our study area of 2018 
downloaded at the European Environment Agency (EEA). The main extension and 
predominance belong to the forest vegetation – at the edges of the southern, eastern, and 
western part. In the central and northern part, the area is occupied by activities of the 
population. Settlements are distributed in the Prizren area quite densely compared to the 
mountainous parts where we see a lower density of settlements. An uncontrolled and 
unplanned expansion is observed especially towards the main arterial roads. In particular the 
increase along the northwestern part poses a risk to agricultural land where there is irrigation 
infrastructure, which means bypassing the great potential for agricultural production. Misuse 
of agricultural land for construction has caused the degradation of natural resources and 
unsustainable development. A large part of the agricultural land has been lost because of 
illegal gravel and quarry mining activities. The land is constantly being occupied with stone 
mining facilities which in turn causes the formation of informal settlements on the 
surrounding agricultural lands (UTS, UDS & Plan&Art, 2012). 
 

FIGURE 1. Location of the study area
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located on the slope of Sharri Mountain and 
along the Lumbardhi (Bistrica) river. The 
climate of Prizren has continental charac-
teristics with a slight influence of the Medi-
terranean climate at lower altitudes, while 
in the mountains the harsh alpine climate 
dominates (UN-HABITAT, 2012). These 
climatic characteristics and mountain terrain 
are the reasons for the rich natural resources 
that contribute to the economic development 
of the country and the region (Universiteti 
Teknik i Stambollit, Urban Design Studio, 
Plan&Art [UTS, UDS & Plan&Art], 2012).

We have compiled Figures 2 and 3 to 
have a clearer picture of the distribution of 
settlements in the city of Prizren, as well as 
to highlight and distinguish areas urbanized 
from areas with vegetation. Figure 2 presents 
CORINE land cover (CLC) of our study area 

of 2018 downloaded at the European Envi-
ronment Agency (EEA). The main extension 
and predominance belong to the forest vege-
tation – at the edges of the southern, eastern, 
and western part. In the central and northern 
part, the area is occupied by activities of the 
population. Settlements are distributed in 
the Prizren area quite densely compared to 
the mountainous parts where we see a lower 
density of settlements. An uncontrolled and 
unplanned expansion is observed especially 
towards the main arterial roads. In particu-
lar the increase along the northwestern part 
poses a risk to agricultural land where there 
is irrigation infrastructure, which means by-
passing the great potential for agricultural 
production. Misuse of agricultural land for 
construction has caused the degradation of 
natural resources and unsustainable develop-

 
FIGURE 2. CORINE land cover of the study area  
 

 
FIGURE 3. A false-color composition of optical satellite image  of our study area (R: 
SWIR 2, G: SWIR 1, B: Red) 

FIGURE 2. CORINE land cover of the study area 
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ment. A large part of the agricultural land has 
been lost because of illegal gravel and quar-
ry mining activities. The land is constantly 
being occupied with stone mining facilities 
which in turn causes the formation of infor-
mal settlements on the surrounding agricul-
tural lands (UTS, UDS & Plan&Art, 2012).

Figure 3 presents a false-color composi-
tion of the optical satellite image of Land-
sat 8 – composition 7 6 4 (R: SWIR 2,  
G: SWIR 1, B: Red). Based on presented 
data, it is noticed that the built-up area lies 
mainly in the north, in the west, and in the 
central parts. Such an extension has been 
determined by the topography of this area. 
Most of the settlements are concentrated in 
the city center. The expansion of settlements 
continues along the north and the main road 
arteries that run through Prizren.

Data and methods

There are various methods for determin-
ing the surface heat of a given area. In our 
study, we determined the surface heat of the 
city of Prizren by calculating LST through 
GIS and remote sensing using satellite im-
age of Landsat 8. This paper used the satellite 
image of Landsat 8 on 8 August 2021. This 
satellite image had a negligible percentage of 
cloud cover (0.01%) and we used the United 
States Geological Survey (USGS) website  
(https://earthexplorer.usgs.gov) to download it 
(Table 1). Our satellite image has been down-
loaded from Collection 1 and at a Level 1.

For the compilation of all maps in this 
study we used the program ArcGIS 10.5. In 
Figure 4 we have made a schematic pres-
entation of the whole methodology that we  FIGURE 2. CORINE land cover of the study area  

 

 
FIGURE 3. A false-color composition of optical satellite image  of our study area (R: 
SWIR 2, G: SWIR 1, B: Red) 

FIGURE 3. A false-color composition of optical satellite image of our study area (R: SWIR 2, G: 
SWIR 1, B: Red)
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have used in this paper. In this figure, we 
have presented in a general way all the steps 
we have taken to come to the mapping of the 
SUHI phenomenon and to determine the im-
pact of population density on it. Whereas in 
the following sections, this article presents 
a detailed calculation for each part, in order 
to have better understanding of the method-
ology being used. 

In Landsat 8 sensor satellite images, 
thermal data is stored in the form of dig-
ital numbers (DN) (Berila & Isufi, 2021a). 
These numbers represent cells (pixels) that 
have not yet been calibrated into units (Käfer 
et al., 2020) that make sense (meaning-
ful units). An important step to be taken is 
the return to radiance of DNs (Isaya Ndossi  
& Avdan, 2016). 

TABLE 1. Characteristics of the satellite image used in this study 

Sensor type Date Path/Row Cloud 
cover

Spatial 
resolution Format Source

Landsat 8 OLI/TIRS 08.08.2021 185/31 0.01% 30 m tiff https://earthexplorer.usgs.gov

 
FIGURE 4. Flowchart depicting methodology 
 

In Landsat 8 sensor satellite images, thermal data is stored in the form of digital numbers 
(DN) (Berila & Isufi, 2021a). These numbers represent cells (pixels) that have not yet been 
calibrated into units (Käfer et al., 2020) that make sense (meaningful units). An important step 
to be taken is the return to radiance of DNs (Isaya Ndossi & Avdan, 2016).  

The following equation was used to convert DNs of Band 10 (TIRS 1) to spectral 
radiance (United States Geological Survey [USGS], 2019) in the Landsat 8 TIRS sensor 
(Isaya Ndossi & Avdan, 2016; Salih, Jasim, Hassoon & Abdalkadhum, 2018; Berila & Isufi, 
2021a; Berila & Dushi, 2021; Isufi et al., 2021): 

𝐿𝐿𝜆𝜆 = 𝑀𝑀𝐿𝐿 ∙ 𝑄𝑄𝑐𝑐𝑐𝑐𝑐𝑐 + 𝐴𝐴𝐿𝐿                                                           (1) 
where: 
Lλ – TOA spectral radiance [W·m–2·sr–1·μm–1],  
ML – band-specific multiplicative rescaling factor from the metadata,  
Qcal – quantized and calibrated standard product pixel values (DN),  
AL – band-specific additive rescaling factor from the metadata (Salih et al., 2018; Berila & 
Isufi, 2021a; Isufi et al., 2021; Berila & Dushi, 2021). The metadata of the satellite image is 
presented in Table 2. 
 
TABLE 2. Metadata of the satellite image 

FIGURE 4. Flowchart depicting methodology
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The following equation was used to convert 
DNs of Band 10 (TIRS 1) to spectral radiance 
(United States Geological Survey [USGS], 
2019) in the Landsat 8 TIRS sensor (Isaya 
Ndossi & Avdan, 2016; Salih, Jasim, Hassoon 
& Abdalkadhum, 2018; Berila & Isufi, 2021a; 
Berila & Dushi, 2021; Isufi et al., 2021):

 
FIGURE 4. Flowchart depicting methodology 
 

In Landsat 8 sensor satellite images, thermal data is stored in the form of digital numbers 
(DN) (Berila & Isufi, 2021a). These numbers represent cells (pixels) that have not yet been 
calibrated into units (Käfer et al., 2020) that make sense (meaningful units). An important step 
to be taken is the return to radiance of DNs (Isaya Ndossi & Avdan, 2016).  

The following equation was used to convert DNs of Band 10 (TIRS 1) to spectral 
radiance (United States Geological Survey [USGS], 2019) in the Landsat 8 TIRS sensor 
(Isaya Ndossi & Avdan, 2016; Salih, Jasim, Hassoon & Abdalkadhum, 2018; Berila & Isufi, 
2021a; Berila & Dushi, 2021; Isufi et al., 2021): 

𝐿𝐿𝜆𝜆 = 𝑀𝑀𝐿𝐿 ∙ 𝑄𝑄𝑐𝑐𝑐𝑐𝑐𝑐 + 𝐴𝐴𝐿𝐿                                                           (1) 
where: 
Lλ – TOA spectral radiance [W·m–2·sr–1·μm–1],  
ML – band-specific multiplicative rescaling factor from the metadata,  
Qcal – quantized and calibrated standard product pixel values (DN),  
AL – band-specific additive rescaling factor from the metadata (Salih et al., 2018; Berila & 
Isufi, 2021a; Isufi et al., 2021; Berila & Dushi, 2021). The metadata of the satellite image is 
presented in Table 2. 
 
TABLE 2. Metadata of the satellite image 
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ML  –  band-specific multiplicative rescaling 

factor from the metadata, 
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product pixel values (DN), 
AL  –  band-specific additive rescaling factor 

from the metadata (Salih et al., 2018; 
Berila & Isufi, 2021a; Isufi et al., 
2021; Berila & Dushi, 2021). The 
metadata of the satellite image is pre-
sented in Table 2.

Then, in the Landsat 8 satellite image 
MTL file, the reflectance rescaling coef-
ficients were obtained. This was done to 
transform the OLI band into TOA planetary 
reflection (Adeyeri, Akinsanola & Ishola, 
2017). As per the above-mentioned calcula-
tion, the following equation was used (Adey-
eri et al., 2017):

Band Variable Description Value 

10 

– thermal band – 
K1 thermal constant 774.8853 
K2 1321.0789 
ML band-specific multiplicative rescaling factor 3.3420E-04 
AL band-specific additive rescaling factor 0.10000 

 
Then, in the Landsat 8 satellite image MTL file, the reflectance rescaling coefficients 

were obtained. This was done to transform the OLI band into TOA planetary reflection 
(Adeyeri, Akinsanola & Ishola, 2017). As per the above-mentioned calculation, the following 
equation was used (Adeyeri et al., 2017): 

𝜌𝜌𝜆𝜆′ = 𝑀𝑀𝜌𝜌𝑄𝑄𝑐𝑐𝑐𝑐𝑐𝑐 + 𝐴𝐴𝜌𝜌                                                                 (2) 
where:  
ρλ' – TOA planetary reflectance, 
Mρ – band-specific multiplicative rescaling factor, 
Aρ – band-specific additive rescaling factor. 
 

Making the correction of TOA reflection with the angle of the sun, then is (USGS, 2019): 
𝜌𝜌𝜆𝜆 = 𝜌𝜌𝜆𝜆′

cos⁡(𝜃𝜃𝑠𝑠𝑠𝑠)
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where:  
ρλ' – TOA planetary reflectance, 
θsz – local solar zenith angle, θsz = 90° – θse [°], 
θse – local elevation angle of the sun [°] (USGS, 2019). 
 

The dark object subtraction (DOS) method was used to remove small reflection values 
(due to air diffusion) (Chavez, 1996; Adeyeri et al., 2017). We used this method using 
ENVI 5.3 software as we did not have any other alternative for atmospheric measurements at 
our disposal (Adeyeri et al., 2017). The equation of an image corrected with DOS is (Adeyeri 
et al., 2017): 

𝐿𝐿1𝑃𝑃 = 𝐿𝐿1min − 𝐿𝐿1(𝐷𝐷𝐷𝐷1%)                                                       (4) 
where: 
L1min – radiance corresponding to the minimum DN from the sum of all the pixels from the 
image [W·m–2·sr–1·μm–1], 
L1(DO1%) – radiance of the dark object (DO) assumed to have a reflectance of 0.01 [W·m–

2·sr–1·μm–1] (Adeyeri et al., 2017).  
 

In our study we used TIRS Band 10 because of the better performance it has shown 
compared to Band 11 (Montanaro, Gerace, Lunsford & Reuter, 2014; Adeyeri et al., 2017; 
Berila & Dushi, 2021). 
 
Calculation of brightness temperature 

The next step is to use constant values given in the metadata to convert spectral radiation 
to brightness temperature (Tb). In order to convert radiance to brightness temperature, 
Equation (5) has been used in the study (Isaya Ndossi & Avdan, 2016; USGS, 2019; Yuvaraj, 
2020; Berila & Dushi, 2021; Isufi et al., 2021). 
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2·sr–1·μm–1] (Adeyeri et al., 2017).  
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where: 
ρλ′ – TOA planetary reflectance,
θsz – local solar zenith angle, θsz = 90° – θse [°],
θse –  local elevation angle of the sun [°] 

(USGS, 2019).

The dark object subtraction (DOS) 
method was used to remove small reflection 
values (due to air diffusion) (Chavez, 1996; 
Adeyeri et al., 2017). We used this method 
using ENVI 5.3 software as we did not have 
any other alternative for atmospheric meas-
urements at our disposal (Adeyeri et al., 
2017). The equation of an image corrected 
with DOS is (Adeyeri et al., 2017):
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where:  
ρλ' – TOA planetary reflectance, 
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The dark object subtraction (DOS) method was used to remove small reflection values 
(due to air diffusion) (Chavez, 1996; Adeyeri et al., 2017). We used this method using 
ENVI 5.3 software as we did not have any other alternative for atmospheric measurements at 
our disposal (Adeyeri et al., 2017). The equation of an image corrected with DOS is (Adeyeri 
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In our study we used TIRS Band 10 because of the better performance it has shown 
compared to Band 11 (Montanaro, Gerace, Lunsford & Reuter, 2014; Adeyeri et al., 2017; 
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Calculation of brightness temperature 

The next step is to use constant values given in the metadata to convert spectral radiation 
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𝐾𝐾2

ln[⁡𝐾𝐾1𝐿𝐿𝜆𝜆
+1]
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where: 
Tb – at-sensor brightness temperature [K], 

 (4)

where:
L1min – radiance corresponding to the mini-
mum DN from the sum of all the pixels from 
the image [W·m–2·sr–1·μm–1],

TABLE 2. Metadata of the satellite image

Band Variable Description Value

10

– thermal band –

K1
thermal constant

774.8853

K2 1321.0789

ML band-specific multiplicative rescaling factor 3.3420E-04

AL band-specific additive rescaling factor 0.10000
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L1(DO1%) – radiance of the dark object 
(DO) assumed to have a reflectance of 0.01 
[W·m–2·sr–1·μm–1] (Adeyeri et al., 2017). 

In our study we used TIRS Band 10 be-
cause of the better performance it has shown 
compared to Band 11 (Montanaro, Gerace, 
Lunsford & Reuter, 2014; Adeyeri et al., 
2017; Berila & Dushi, 2021).

Calculation of brightness temperature

The next step is to use constant values 
given in the metadata to convert spectral 
radiation to brightness temperature (Tb). In 
order to convert radiance to brightness tem-
perature, Equation (5) has been used in the 
study (Isaya Ndossi & Avdan, 2016; USGS, 
2019; Yuvaraj, 2020; Berila & Dushi, 2021; 
Isufi et al., 2021).

Band Variable Description Value 

10 

– thermal band – 
K1 thermal constant 774.8853 
K2 1321.0789 
ML band-specific multiplicative rescaling factor 3.3420E-04 
AL band-specific additive rescaling factor 0.10000 
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where:  
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Making the correction of TOA reflection with the angle of the sun, then is (USGS, 2019): 
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where:  
ρλ' – TOA planetary reflectance, 
θsz – local solar zenith angle, θsz = 90° – θse [°], 
θse – local elevation angle of the sun [°] (USGS, 2019). 
 

The dark object subtraction (DOS) method was used to remove small reflection values 
(due to air diffusion) (Chavez, 1996; Adeyeri et al., 2017). We used this method using 
ENVI 5.3 software as we did not have any other alternative for atmospheric measurements at 
our disposal (Adeyeri et al., 2017). The equation of an image corrected with DOS is (Adeyeri 
et al., 2017): 

𝐿𝐿1𝑃𝑃 = 𝐿𝐿1min − 𝐿𝐿1(𝐷𝐷𝐷𝐷1%)                                                       (4) 
where: 
L1min – radiance corresponding to the minimum DN from the sum of all the pixels from the 
image [W·m–2·sr–1·μm–1], 
L1(DO1%) – radiance of the dark object (DO) assumed to have a reflectance of 0.01 [W·m–

2·sr–1·μm–1] (Adeyeri et al., 2017).  
 

In our study we used TIRS Band 10 because of the better performance it has shown 
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ible Band 4 (Red) and NIR (Band 5) images 
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(Yuvaraj, 2020; Berila & Dushi, 2021; Isufi 
et al., 2021):
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have mapped and located these black circles as population density based on the spatial 
distribution of settlements through a topographic map with a scale of 1:25 000. Through this 
topographic map, we identified all settlements in each cadastral area of the Municipality of 
Prizren. And the last step was to place these points in each center of these settlements. This 
was done to make the relationship between population density and the spatial distribution of 
LST pixel values as real and fair as possible. The next step was to connect these layers of 
spatial data. For this, we used GIS techniques using ArcGIS 10.5 software. Using this 
software, we superposed these two layers of spatial data – as seen in Figure 5. All this work 
has been done to study and highlight the effect and importance of population density – as one 
of the main factors – in increasing and strengthening the values of LST. 
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There are various factors that can affect 
the generation and strengthening of LST. In 
this paper we have tried to make a connec-
tion between LST and population density. To 
achieve this, LST was first calculated – from 
satellite thermal data – while the population 
density data by cadastral zones of the Mu-
nicipality of Prizren were obtained from the 
2011 Kosovo Census, classified into four 
classes – from the least dense to the dens-
est. These data, to have a better presentation 
on the map, are represented by proportional 
circles in black (Fig. 5). We have mapped 
and located these black circles as population 
density based on the spatial distribution of 
settlements through a topographic map with 
a scale of 1:25 000. Through this topographic 
map, we identified all settlements in each ca-
dastral area of the Municipality of Prizren. 
And the last step was to place these points 
in each center of these settlements. This was 
done to make the relationship between popu-
lation density and the spatial distribution of 
LST pixel values as real and fair as possible. 
The next step was to connect these layers of 
spatial data. For this, we used GIS techniques 
using ArcGIS 10.5 software. Using this soft-
ware, we superposed these two layers of spa-
tial data – as seen in Figure 5. All this work 
has been done to study and highlight the ef-
fect and importance of population density 
– as one of the main factors – in increasing 
and strengthening the values of LST.

Results and discussion

In this paper, the data of the 2011 Kos-
ovo census were used and a map representing 
the population density and LST in the city of 
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Prizren was compiled. The population density 
was classified into four classes, starting from 
the least dense to the densest. Figure 5 clearly 
shows that the surfaces with the highest den-
sity are mainly the northern and central parts. 
Making the connection of population density 
with LST we can see that exactly in those ar-
eas where the highest population density is 
distinguished, are the areas (pixels) with the 
highest LST values. Here, the pixels with the 
lowest values are those with 287.68 K, while 
the highest values of LST reach 316.72 K. It 
is very important to understand the relation-
ship that exists between LST and population 
density. Figure 5 shows that the lowest values 
of LST have natural surfaces – forests, water 
surfaces, parks, etc., while, on the other hand, 
higher values of LST can be distinguished in 
areas where the activities of the population are 

prominent and in spaces in which the surface 
of the earth is bare. Thus, if we compare natu-
ral surfaces with artificial ones, we notice that 
they have lower temperature values because 
they retain their freshness due to the reflection 
they make to the solar radiation.

The largest distribution of settlements 
is in the Prizren plain (center), while in the 
mountainous parts they begin to decrease. As 
the center of Prizren has experienced an un-
controlled expansion (especially towards the 
main arterial roads), the continuous expan-
sion and extension of informal settlements 
pose a great risk in the loss of agricultural 
land and its transformation. A transformation 
of this natural surface is done with surfaces 
that are impervious, reducing the values of 
albedo and further strengthening the surface 
temperature (cause of heat absorption).

 
FIGURE 5. Spatial distribution of land surface temperature and population density of Prizren 
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To know the relationship between LST 
and population density, and to determine 
the impact of the latter on the former, Fig-
ure 6 presents the regression analysis be-
tween these two variables. From the results 
achieved, a strong positive connection can 
be noticed between the two. The logarith-
mic regression (R) value is 0.8206 – show-
ing a strong positive relationship. So, with 
the increase of population density, the values 
of LST are also increasing. This clearly in-
dicates that an increase in population den-
sity will inevitably cause an increase in LST 
values. All this happens due to the increase 
of activities undertaken by the population in 
these areas.

In all areas with high density, the popu-
lation takes a series of actions that change 
the natural surfaces due to the increase in 
demand. The most noticeable changes are 
the increase in the use of materials that have 
low albedo values. These actions are allowed 
to happen because there is no application of 

strict regulation in terms of planning in the 
city of Prizren. With this unplanned develop-
ment trend, LST values will continue to rise 
to the extent that the health of the population 
will be extremely endangered.

The logarithmic regression equa-
tion between population density and LST 
is y = 2.3254 ln(x) + 295.59. In addition, 
through this equation LST values can be 
predicted in case of increase of the (known) 
population density number for the future. It 
is population density that explains the vari-
ance of LST growth in urban areas. In LST 
values of cities, one of the main, important, 
and representative factors of such a rise is 
population growth. So, in other words, popu-
lation density is being presented as the main 
factor and contributor to this urban change 
– in relation to the increase in LST values 
(Landsberg, 1981). Separating each factor 
that contributes to the increase in LST val-
ues in this major problem is not easy to do. 
However, one of those factors has shown and 
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meteorological stations in which the temperature of the earthʼs surface is measured – both in 
the past and today – is presented as a big obstacle because, in this way, there is no fair and 
accurate representation for all study area. Facing such situations, the solution is to measure 
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proved that it has a strong connection with 
LST or the UHI phenomenon is the popula-
tion density (Lo & Faber, 1998). The small 
number of meteorological stations in which 
the temperature of the earthʼs surface is 
measured – both in the past and today – is 
presented as a big obstacle because, in this 
way, there is no fair and accurate representa-
tion for all study area. Facing such situations, 
the solution is to measure the landʼs tempera-
ture using thermal satellite data. This study 
clearly presents the spatial change of LST in 
Prizren. One of the main factors that clearly 
contribute to the increase of LST values in 
our study area is the high population density. 
This study of ours highlights a close link that 
exists between LST and population density. 
Statistical analysis of logarithmic regres-
sion reveals that the population is a factor 
that contributes to the increase of LST val-
ues, thus making the UHI phenomenon to 
be generated and strengthened precisely in 
those parts – also creating the microclimate 
of Prizren.

Similar results as in our paper were seen 
in the work of Li et al. (2014) on the impact 
of land cover and population density on soil 
surface temperature – Wuhan (China). The 
results of this study showed that the regions 
with high LST were concentrated in resi-
dential and industrial areas with low veg-
etation coverage, in which the population 
with their activities had made continuous 
changes. Similar results have been report-
ed by Mallick (2021). In his work on sea-
sonal characteristics of surface temperature 
with NDVI and population density in the 
National Capital Region (India), he finds 
that the high population density is one of 
the main contributing factors in generating 
and enhancing UHI intensity and in creating 
a microclimate.

Song et al. (2020) in the study on the 
effects of building density on soil surface 
temperature in China, found that in increas-
ing LST values, in addition to the density of 
buildings, climate also plays an important 
role – the drier the climate, the greater the 
impact of the density of buildings on increas-
ing LST values. Gang, QuiPing, RongBo and 
DongSheng (2019) in their work on the ef-
fects of land use, population density, and alti-
tude on the UHI phenomenon found that LST 
is significantly related to population density, 
altitude, and proportions of different types of 
land use. According to them, the larger the 
artificial surface, the more powerful the UHI 
intensity and vice versa.

The biggest environmental challenge of 
the Municipality of Prizren is the irrational 
use of natural resources, which results in pol-
lution and degradation of the environment, 
which is affecting the further strengthening 
of the SUHI phenomenon. The unplanned 
development of agricultural land resulting 
from the use of it for the construction of set-
tlements along the main regional roads has 
resulted in a major loss – it should be borne 
in mind that any change and replacement of 
natural to artificial areas only contributes to 
the deterioration of the situation with SUHI.

Conclusions

This study of ours uses geospatial tech-
nology to present as clearly and correctly as 
possible the spatial distribution of LST and 
its relationship with the density of the popu-
lation living in Prizren. The satellite image 
on 8 August 2021 was used to determine the 
impact of population density on the strength-
ening of the earthʼs surface temperature. To 
do this, LST was calculated and Landsat 8 
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TIRS and OLI bands were used. For the 
entire Municipality of Prizren, LST showed 
that it has a great connection with vegeta-
tion, strengthening once again what is now 
known that the greener areas, the fresher it 
will be and vice versa. On the other hand, 
the cartographic representation of the spa-
tial distribution of LST clearly showed that 
areas in which the population density is high 
increase the impact of the SUHI effect. All 
areas affected by the SUHI phenomenon 
were identified for the entire Municipality of 
Prizren. These areas are located mainly in the 
north, center, and west. It is in these areas 
that the density and activities of the popula-
tion are most pronounced. Based on this, we 
conclude that areas in which the population 
density is high have a significant effect on 
the generation and strengthening of the phe-
nomenon harmful to the population such as 
SUHI.

The importance of the maps in which the 
SUHI phenomenon is defined is also shown 
by our study. This is because it becomes pos-
sible to identify all areas in which this harm-
ful phenomenon causes concern for residents 
living. Also, these types of maps help mu-
nicipal administrators to act against this phe-
nomenon in those areas where LST values 
are high, such as replacing black materials 
with materials with high albedos, expanding 
of green areas, the expansion of water areas 
for more freshness, the application of green 
roofs and a series of other actions which 
make the life of these citizens healthier.

We raise the concern for policymakers in 
the Municipality of Prizren to take all steps 
which minimize the SUHI effect as soon as 
possible. Studies like ours should raise the 
alarm in the whole human society for a better 
life. At the same time, we need strict control 
of all actions of the population because this 

trend of increasing population density, in-
creasing demand for water, land, energy, etc., 
which is characterizing Prizren, will make its 
surroundings lose its existing green spaces. 
Based on this, the authors raise alarm and 
concern to government institutions to take all 
this information in this paper with the utmost 
seriousness and use it for all future activities 
which are planned to take place in Prizren.
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Summary

Determining the influence of popula-
tion density on the land surface temper-
ature based on remote sensing data and 
GIS techniques: application to Prizren, 
Kosovo. The whole study was conducted 
for the Municipality of Prizren and aims to 
determine the effect that the population den-
sity has on land surface temperature (LST). 
All this was achieved through the connec-
tion of LST and population density. The 
free Landsat 8 satellite image downloaded 

from the United States Geological Survey 
website was used and then processed us-
ing GIS and remote sensing techniques. To 
understand this relationship, we performed 
a regression analysis. This analysis showed 
a strong positive relationship with a value 
of r = 0.8206, emphasizing the important 
role that the population has in creating em-
powering areas that generate surface urban 
heat island (SUHI) effect. The results of the 
study clearly showed that in the northern, 
central, and western parts there are pixels 
with high LST values. This presentation cor-
responds with the population density, which 
means that it is precisely the actions of the 
population that help generate, display, and 
strengthen the harmful effect of the SUHI. 
The map in which the areas of high LST pix-
els are clearly identified is of great impor-
tance to the policymakers and urban planners 
of Prizren so that they can orient themselves 
in these areas and take all actions necessary 
to minimize this harmful effect which is 
worrying citizens. If it continues with un-
planned development, the peripheral parts 
of Prizren are seriously endangered by the 
damage of the spaces which offer protection 
(green spaces) from the SUHI phenomenon, 
and the future generations will suffer even 
worse than the current ones from these ir-
responsible actions. 
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Introduction

A hydraulic jump is a phenomenon that 
occurs in an open flow when the flow depth 
expands suddenly from less than the critical 
depth to greater than the critical depth (Chow, 
2009). The jump in practice has many ap-
plications, such as energy dissipation of the 
flow, sludge thickening unit of water treat-
ment system or water oxygen saturation by 
mixing air into water etc.

The jump is characterized by three basic 
parameters, which are the conjugate depths  
(y1, y2) and the jump length. The jump length 
is distinguished by the length of the roller zone 
(Giglou, Giglou & Minaei, 2013) and the es-
timated length of the jump (Movahed, Mozaf-
fari, Davoodmaghami & Akbari, 2018). 

For rectangular channels, the length of the 
jump has been studied in many different cas-
es, the equations for calculating the length are 
very plentiful and the equations have consid-
ered many factors affecting the length of the 
hydraulic jump. Meanwhile, research on the 
length of the jump in the isosceles trapezoidal 
channel is still few and studies are still lim-
ited, the studies are shown in Table 1.
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TABLE 1. The studies of the jump length in the trapezoidal channel

References Equation Characteristics

Posey & Hsing (1938)
2 1
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Trapezoidal channel, still basin

Rajaratnam  
& Subramanya (1968)
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Trapezoidal channel, still basin.

Ohtsu (1976)
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Trapezoidal channel, still basin.

Wanoschek  
& Hager (1989)

 1.01
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9.75 –1jL
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y
 Trapezoidal channel, still basin.

Afzal & Bushra (2002)
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2

6.9 1–jL
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where 1
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y
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 

Trapezoidal channel, still basin.

Kateb (2014)
1
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9.58 – 24.59jL
Fr

y
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with  
13.46 13.17

–0.005 0.02
0.031 0.093

Fr
i

M

 
  
  

Trapezoidal channel with angle of side 
slope 76.2° and bed width 0.2 m.

Siad (2018)

1
1

9.97 – 0.307jL
Fr

y


with  12.09 10.51
0.0 1.0i

Fr
X
 

  

Xi is the distance from the toe of the jump to 
the end of the trapezoidal channel.

Trapezoidal channel with angle of 
side slope 73°, bed width 0.2 m and 
length Lj ref = 4 m. This channel is 
continuous with rectangular channel 
has dimension of a bed width 0.6 m 
and length 7 m.

Fatehi Nobarian, Haji-
kandi, Hassanzadeh & 
Jamali (2019)

Relationship diagrams between geometric 
features (Lj and y2/y1) and energy of the jump 
in the trapezoidal channel.

Trapezoidal channel, still basin with 
three types of side slopes (1 : 1, 
1 : 0.58 and 1 : 0.26) and bed width 
0.2 m
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In this study, we are only focusing on ana-
lyzing the length of the jump after a spillway 
in the horizontal trapezoidal channel with a 
side slope 1 : 1 and upstream Froude number 
from 4.0 to 9.0 (steady jump).

Analyzing factors affecting the 
jump length in the trapezoidal 
channel

The momentum equation for the roller 
zone of the hydraulic jump, as flowing:

F1 – F2 – Fτ = M2 – M1 (1)

where:
F1, F2  – hydrostatic forces,
M1, M2  – momentum fluxes, 
(in which Subscripts 1 and 2 represent the 
upstream and downstream cross-section of 
the hydraulic jump, respectively).

Equation (1) has been shown in some 
studies about the hydraulic jump, such as the 
study of Palermo and Pagliara (2017), Mova-
hed et al. (2018), in which integrated shear 
stress (Fτ) is determined as follows: 

Fτ = τ0 · Lr · P  (2)

τ0  –  average shear stress between the two 
sections 1 and 2, 

Lr  – roller length,
P   –  averaged of wet perimeter between  

upstream and downstream sections.
Equation (2) was given by Frank (2016) 

and Movahed et al. (2018) shown in studies 
of the hydraulic jump.

According to Pi theorem of Buckingham, 
using Equation (1) for the horizontal trap-
ezoidal channel, it can be written: 

f(Lr, y1, y2, V1, m, ρ, g) (3)

From Equation (3) to write:

F = 0 · Lr · P  (2) 
0 – average shear stress between the two sections 1 and 2,  
Lr – roller length, 
P  – averaged of wet perimeter between upstream and downstream sections. 
 

Equation (2) was given by Frank (2016) and Movahed et al. (2018) shown in studies of 
the hydraulic jump. 

According to Pi theorem of Buckingham, using Equation (1) for the horizontal 
trapezoidal channel, it can be written:  

f(Lr, y1, y2, V1, m, ρ, g) (3) 
 

From Equation (3) to write: 

 (4)  
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Equation (5) is consistent with experimental studies on the jump length shown in 
Table 1. Thus, the data that needs to be collected on an experimental model for studying 
the jump length include the sequent depths (y1, y2) and the flow rate (Q).  
 
EXPERIMENTAL SETUP  

Experimental model was set up in the Vietnam Academy for Water Resources 
(KLORCE). The model consists of an ogee spillway, a straight-line trapezoidal channel is 
made of glass with the steel skeleton frame.  

The experimental system (Figs. 1 and 2) is designed with the components:  
- Experimental tank (1): The water is continuously supplied to the tank by a pump, with a 

supply flow equal to the flow over the spillway.  
- Spillway (2): is an ogee spillway and the dimension of a 45 cm height, a 65 cm width 

and radius of the toe R = 1 m. The water flows through the spillway (2) will create a 
supercritical flow, thereby making the jump in the trapezoidal channel (3).  

- Trapezoidal channel (3): it has a smooth bed, 0.55 m width, 0.8 m depth and 0.4 m 
length with a side slope m = 1 : 1, it is placed horizontally and is set up with the cross-
section shown in the section (1–1).  

- Downstream step (4): This is a hole 20 cm deeper than the bottom of the channel, used 
to create flow stability at the end of the experimental model.  

- Control gate (5): Controls the change of water level in the channel (3), creating different 
cases of the jump. 
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Equation (5) is consistent with experi-
mental studies on the jump length shown in 
Table 1. Thus, the data that needs to be col-
lected on an experimental model for studying 
the jump length include the sequent depths 
(y1, y2) and the flow rate (Q). 

Experimental setup 

Experimental model was set up in the 
Vietnam Academy for Water Resources 
(KLORCE). The model consists of an ogee 
spillway, a straight-line trapezoidal channel is 
made of glass with the steel skeleton frame. 

The experimental system (Figs. 1 and 2) 
is designed with the components: 
-	 Experimental tank (1): The water is con-

tinuously supplied to the tank by a pump, 
with a supply flow equal to the flow over 
the spillway. 

-	 Spillway (2): is an ogee spillway and the 
dimension of a 45 cm height, a 65 cm 
width and radius of the toe R = 1 m.  
The water flows through the spillway (2) 
will create a supercritical flow, thereby 
making the jump in the trapezoidal 
channel (3). 

-	 Trapezoidal channel (3): it has a smooth 
bed, 0.55 m width, 0.8 m depth and 0.4 m 
length with a side slope m = 1 : 1, it is 
placed horizontally and is set up with the 
cross-section shown in the section (1–1). 

-	 Downstream step (4): This is a hole 20 cm 
deeper than the bottom of the channel, 
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used to create flow stability at the end of 
the experimental model. 

-	 Control gate (5): Controls the change of 
water level in the channel (3), creating 
different cases of the jump.
For each case of the jump in the trap-

ezoidal channel, the values to be collected 
in the experiment include: the flow rate (Q), 
the conjugate depths (y1, y2) and the roller 

length (Lr). The conjugate depths were deter-
mined through a levelling staff (Fig. 3) and  
a surveying equipment. The roller length (Lr) 
is measured with a ruler, initially marking 
the beginning of the jump (the position with 
y1), based on the observation of surface roller 
and the water surface to determine the end of 
the roller in the hydraulic jump. The experi-
mental values are shown in Tables 2 and 3.

  
FIGURE 1. Plan of the experimental equipment 
 

   
FIGURE 2. Panoramic view of experimental model 
 

For each case of the jump in the trapezoidal channel, the values to be collected in the 
experiment include: the flow rate (Q), the conjugate depths (y1, y2) and the roller length 
(Lr). The conjugate depths were determined through a levelling staff (Fig. 3) and a 
surveying equipment. The roller length (Lr) is measured with a ruler, initially marking the 
beginning of the jump (the position with y1), based on the observation of surface roller and 
the water surface to determine the end of the roller in the hydraulic jump. The experimental 
values are shown in Tables 2 and 3. 
 

   
FIGURE 3. Measuring data and hydraulic jump with Q = 118 l·s–1 and FrD1 = 4.19 
 
TABLE 2. Experimental data range 
Parameter Symbol Unit Max Min 
Discharge Q m3·s–1 0.04 0.193 
Initial depth of hydraulic jump y2 m 0.03 0.093 
Secondary depth of hydraulic jump  y1 m 0.141 0.396 
Upstream Froude number FrD1 – 3.5 8.9 
Ratio coefficient of side slope and flow depth with 
bed width M – 0.169 0.058 
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Establishing an empirical 
equation to determine the roller 
length of the jump

Relationship between the jump length 
and influential factors

Studying the factors affecting the jump 
length, MS Excel 2019 software is used to 
analyze the correlation functions, these rela-
tionships are expressed based on the largest 
coefficient R2. The correlation relationships 
between the characteristics of the jump are 
shown as follows.

Effect of the conjugate depths

According to Figure 4, the correlation be-
tween the roller length (Lr) and the height of 
the jump (y2 – y1) is not high, the coefficient 
R2 is 0.72.

The height of the jump (y2 – y1) has a re-
lationship with the jump length, this has been 
shown in some studies of the jump length. 
This relationship is shown in Figure 5. 

The conjugate depths of the jump and the 
jump length can have a rather deep relation-
ship, which is shown in the empirical equa-
tions for the jump length in rectangular and 
trapezoidal channels.

The relationship between the jump length 
and the conjugate depth features is shown in 
Figure 5 and 6.

From the analysis charts (Figs. 5 and 6), 
it is found that the relationship between the 
jump length values and the conjugate depth 
ratio is very close (R2 > 0.9), which is also 
shown in the jump length equations in a pris-
matic channel. When the equation is estab-
lished to compute the jump length, the ratio 
of the conjugate depths is also a necessary 
and important parameter. The relationship 
between the ratio Lr/y1 and y1/y2 or y2/y1 is a 
nonlinear function. 

A general observation of the relationship 
between the roller length ratio (Lr/y1) with the 
sequent depth ratio in Figures 6 and 7 shows 
that these relationships are very strong, the 
coefficient R2 > 0.9. Besides, Figure 5 shows 

TABLE 2. Experimental data range

Parameter Symbol Unit Max Min

Discharge Q m3·s–1 0.04 0.193

Initial depth of hydraulic jump y2 m 0.03 0.093

Secondary depth of hydraulic jump y1 m 0.141 0.396

Upstream Froude number FrD1 – 3.5 8.9

Ratio coefficient of side slope and flow depth with bed width M – 0.169 0.058

TABLE 3. Data of the hydraulic jump in the trapezoidal channel of bed width b = 55 cm

Value
1

rL
y

1
1

m yM
b


 FrD1
2

1

y
y

1

2

y
y

Maximum 34.21 0.17 8.94 10.26 0.29

Minimum 14.49 0.05 3.55 3.48 0.10
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the relationship between the roller length 
(Lr) and the jump height (y2 – y1) with the 
coefficient R2 = 0.7 (moderate correlation). 
Therefore, a relationship is to be found with 
a higher correlation coefficient by combining 
the above analyzes. As a result of that, the 

 
TABLE 3. Data of the hydraulic jump in trapezoidal channel of bed width b = 55 cm 

Value 
𝐿𝐿𝑟𝑟
𝑦𝑦1

 𝑀𝑀1 =
𝑚𝑚 ∙ 𝑦𝑦1
𝑏𝑏  FrD1 

𝑦𝑦2
𝑦𝑦1

 
𝑦𝑦1
𝑦𝑦2
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is shown as Figure 7.

As shown in Figure 7, the correlation co-
efficient is very strong, the coefficient R2 is 
very large (R2 = 0.94), which shows the close 
relationship of these factors with each other.
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Relationship between the roller length  
and the inflow Froude number

The inflow Froude number is an impor-
tant parameter, from Equation (6) it can be 
seen that the Froude number is closely re-
lated to the jump length.

From the experimental data of the physi-
cal model, we have the following relation-
ship presented in Figure 8.

The relationship between the ratio (Lr/y1) 
and the inflow Froude number (FrD1) accord-
ing to Figure 8 is shown that the coefficient 
R2 is very strong (R2 = 0.93 > 0.9). Thus, the 
relationship between the jump length and 
Froude number tends to converge strongly, 
which is consistent with some equations 
for calculating the jump length in prismatic 

channels and tends to be similar to studies 
in the trapezoidal channel of Kateb (2014), 
Siad (2018), Al-Fatlawi, Al-Mansori and 
Othman (2020).

Relationship between the roller length  
and Reynolds number

The Reynolds number is an important 
parameter in the study of the flow, the Rey-
nolds number characterizes inertial and vis-
cous forces. The Reynolds number is also  
a characteristic parameter for the flow state. 
This relationship is expressed in Figure 9.

As shown in Figure 9, the relationship be-
tween the jump length and Reynolds number 
is wide dispersion. Therefore, establishing the 
relationship between the jump length and the 

 

FIGURE 7. Relationship between ratio Lr/y1 and ratio (y2 – y1) / y1 
 

As shown in Figure 7, the correlation coefficient is very strong, the coefficient R2 is very 
large (R2 = 0.94), which shows the close relationship of these factors with each other. 
 
Relationship between the roller length and the inflow Froude number 

The inflow Froude number is an important parameter, from Equation (6) it can be seen 
that the Froude number is closely related to the jump length. 

From the experimental data of the physical model, we have the following relationship 
presented in Figure 8. 
 

FIGURE 8. The graph of the relationship between the ratio Lr/y1 and the inflow Froude 
number (FrD1) of the jump 
 

The relationship between the ratio (Lr/y1) and the inflow Froude number (FrD1) 
according to Figure 8 is shown that the coefficient R2 is very strong (R2 = 0.93 > 0.9). 
Thus, the relationship between the jump length and Froude number tends to converge 
strongly, which is consistent with some equations for calculating the jump length in 
prismatic channels and tends to be similar to studies in the trapezoidal channel of Kateb 
(2014), Siad (2018), Al-Fatlawi, Al-Mansori and Othman (2020). 
 
Relationship between the roller length and Reynolds number 

FIGURE 7. Relationship between ratio Lr/y1 and ratio (y2 – y1) / y1

 

FIGURE 7. Relationship between ratio Lr/y1 and ratio (y2 – y1) / y1 
 

As shown in Figure 7, the correlation coefficient is very strong, the coefficient R2 is very 
large (R2 = 0.94), which shows the close relationship of these factors with each other. 
 
Relationship between the roller length and the inflow Froude number 

The inflow Froude number is an important parameter, from Equation (6) it can be seen 
that the Froude number is closely related to the jump length. 

From the experimental data of the physical model, we have the following relationship 
presented in Figure 8. 
 

FIGURE 8. The graph of the relationship between the ratio Lr/y1 and the inflow Froude 
number (FrD1) of the jump 
 

The relationship between the ratio (Lr/y1) and the inflow Froude number (FrD1) 
according to Figure 8 is shown that the coefficient R2 is very strong (R2 = 0.93 > 0.9). 
Thus, the relationship between the jump length and Froude number tends to converge 
strongly, which is consistent with some equations for calculating the jump length in 
prismatic channels and tends to be similar to studies in the trapezoidal channel of Kateb 
(2014), Siad (2018), Al-Fatlawi, Al-Mansori and Othman (2020). 
 
Relationship between the roller length and Reynolds number 

FIGURE 8. The graph of the relationship between the ratio Lr/y1 and the inflow Froude number (FrD1) 
of the jump



70

Ngoc,	N.	M.,	Cuong,	P.	H.,	Son,	T. T.,	T.,T.,	Nam,	N.	V.,	Phong,	N.	T.	(2022).	Experimental	study		
of	the	hydraulic	jump	length	in	a	smooth	trapezoidal	channel.	Sci. Rev. Eng. Env. Sci.,	31	(1),	
63–76.	DOI	10.22630/srees.2334

Reynolds number is not very meaningful and 
it is difficult to establish the effect of the Rey-
nolds number on the jump length. This param-
eter is removed when analyzing the influenc-
ing factors in the jump length equation.

Relationship between the length  
and the energy of the hydraulic jump

The jump length and the hydraulic jump 
energy have a close relationship, which is 
clearly shown in the empirical equations 
for the jump length on the prismatic chan-
nel. The authors used the energy factor 
to determine the empirical jump length 
equation.

Comprehensively, to evaluate the factors 
affecting the jump length, it is necessary to 

define the relationship between the jump 
length and the hydraulic jump energy. This 
relationship is shown in Figures 10 and 11.

As the result in Figures 10 and 11, it 
shows that the jump length is closely related 
to the hydraulic jump energy, the coefficient 
R2 is very strong (R2 > 0.9). The relation-
ship between the jump length and the energy 
has been demonstrated in the study of Ohtsu 
(1976). This factor should be included in the 
jump length equation.

Effecting the second depth on the roller 
length of the hydraulic jump

From the above, it is shown that the ratio 
between Lr/y1 is closely correlated with other 
hydrodynamic factors of the jump. Consider-

The Reynolds number is an important parameter in the study of the flow, the Reynolds 
number characterizes inertial and viscous forces. The Reynolds number is also a 
characteristic parameter for the flow state. This relationship is expressed in Figure 9. 
 

FIGURE 9. Relationship between the ratio Lr/y1 and the inflow Reynolds number 
 

As shown in Figure 9, the relationship between the jump length and Reynolds number is 
wide dispersion. Therefore, establishing the relationship between the jump length and the 
Reynolds number is not very meaningful and it is difficult to establish the effect of the 
Reynolds number on the jump length. This parameter is removed when analyzing the 
influencing factors in the jump length equation. 
 
Relationship between the length and the energy of the hydraulic jump 

The jump length and the hydraulic jump energy have a close relationship, which is 
clearly shown in the empirical equations for the jump length on the prismatic channel. The 
authors used the energy factor to determine the empirical jump length equation. 

Comprehensively, to evaluate the factors affecting the jump length, it is necessary to 
define the relationship between the jump length and the hydraulic jump energy. This 
relationship is shown in Figures 10 and 11. 
 

FIGURE 10. Relationship between ratio Lr/y1 and ratio E/y1 
 

FIGURE 9. Relationship between the ratio Lr/y1 and the inflow Reynolds number

The Reynolds number is an important parameter in the study of the flow, the Reynolds 
number characterizes inertial and viscous forces. The Reynolds number is also a 
characteristic parameter for the flow state. This relationship is expressed in Figure 9. 
 

FIGURE 9. Relationship between the ratio Lr/y1 and the inflow Reynolds number 
 

As shown in Figure 9, the relationship between the jump length and Reynolds number is 
wide dispersion. Therefore, establishing the relationship between the jump length and the 
Reynolds number is not very meaningful and it is difficult to establish the effect of the 
Reynolds number on the jump length. This parameter is removed when analyzing the 
influencing factors in the jump length equation. 
 
Relationship between the length and the energy of the hydraulic jump 

The jump length and the hydraulic jump energy have a close relationship, which is 
clearly shown in the empirical equations for the jump length on the prismatic channel. The 
authors used the energy factor to determine the empirical jump length equation. 

Comprehensively, to evaluate the factors affecting the jump length, it is necessary to 
define the relationship between the jump length and the hydraulic jump energy. This 
relationship is shown in Figures 10 and 11. 
 

FIGURE 10. Relationship between ratio Lr/y1 and ratio E/y1 
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ing further the relationship between the jump 
length and the downstream hydraulic jump 
depth (y2). 

As shown in Figures 12, 13 and 14, the 
coefficients R2 is very small (R2 < 0.5), the 
correlation is weak, the graph also shows the 

dispersion of experimental points. So, this 
relationship is not suitable to establish the 
jump length equation.

From the analysis of empirical relation-
ships, it shows that Equation (6) clearly 
presents the factors affecting the jump length, 
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FIGURE 13. Relationship between the ratio Lr/y2 and y2/y1 
 

FIGURE 14. Relationship between the ratio Lr/y2 and the ratio (y2 – y1)/y1 
 

From the analysis of empirical relationships, it shows that Equation (6) clearly presents 
the factors affecting the jump length, thereby determining the basis for establishing 
empirical equations about the jump length in the smooth trapezoidal channel. 
 
Establishing empirical equations 

Based on the analysis of the relationship between the influential factors and the jump 
length, the measured data on the experimental model and the structure of the existing 
equations were used to establish the roller length equations in the trapezoidal channel. 
Analyzing data and to build some empirical equations in Table 4. 
 
TABLE 4. The empirical roller length of the hydraulic jump 
Symbol Equation R2 Characteristics 

Lr1 
𝐿𝐿𝑟𝑟
𝑦𝑦1

= 2.285 + 2.956𝐹𝐹𝐹𝐹𝐷𝐷1 + 1.896 𝑦𝑦2 − 𝑦𝑦1
𝑦𝑦1

− 0.142 ∆𝐸𝐸𝑦𝑦1
 0.977 – 

Lr2 Lr = 1.850(1.716 + 10.872M)(y2 – y1) 0.903 Silvester (1964) 

FIGURE 13. Relationship between the ratio Lr/y2 and y2/y1
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thereby determining the basis for establishing 
empirical equations about the jump length in 
the smooth trapezoidal channel.

Establishing empirical equations

Based on the analysis of the relationship 
between the influential factors and the jump 
length, the measured data on the experimen-
tal model and the structure of the existing 
equations were used to establish the roller 
length equations in the trapezoidal channel. 
Analyzing data and to build some empirical 
equations in Table 4.

Analyzing and evaluating  
the new experimental equations

Analyzing the observed data

Evaluating the experimental equations 
(Lr) according to strong statistical indicators 
(MEA, MSE, RMSE, MAPE and R2) for the 
experimental data is presented in Table 5.

The observation of Table 5 shows that 
the coefficients R2 of the empirical equations 
are very strong (R2 > 0.9). Evidently, the co-
efficient R2 of the empirical equation Lr4 is 
not the largest (R2 = 0.97), but the other sta-
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equations were used to establish the roller length equations in the trapezoidal channel. 
Analyzing data and to build some empirical equations in Table 4. 
 
TABLE 4. The empirical roller length of the hydraulic jump 
Symbol Equation R2 Characteristics 

Lr1 
𝐿𝐿𝑟𝑟
𝑦𝑦1

= 2.285 + 2.956𝐹𝐹𝐹𝐹𝐷𝐷1 + 1.896 𝑦𝑦2 − 𝑦𝑦1
𝑦𝑦1

− 0.142 ∆𝐸𝐸𝑦𝑦1
 0.977 – 

Lr2 Lr = 1.850(1.716 + 10.872M)(y2 – y1) 0.903 Silvester (1964) 

FIGURE 14. Relationship between the ratio Lr/y2 and the ratio (y2 – y1)/y1
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tistical indicators are in best level (MEA =  
= 0.047, MSE = 0.004, RMSE = 0.062 and 
MAPE = 4.8%), so this equation will be used 
to analyze the data of Wanoschek and Hager 
(1989).

TABLE 5. Statistical indicators

Equation MEA MSE RMSE R2 MAPE [%]

Lr1 0.098 0.015 0.121 0.977 10.395

Lr2 0.079 0.012 0.111 0.903 8.138

Lr3 0.186 0.043 0.207 0.962 18.333

Lr4 0.047 0.004 0.062 0.970 4.846

Analyzing the testing data

Using data from the experiment of Wano-
schek and Hager (1989) with the bed width 
0.2 m and side slope 1 : 1 to test the proposed 
equation with the case of Froude numbers 
from 4.0 to 9.0 and some data with condition 
y1 < 3 cm is to be removed.

The statistical analysis between the meas-
ured and calculated values is in Table 5. 

As shown in Table 6, the calculation re-
sults of the empirical equation Lr4 for the test-

ing data gave good results, in which the coeffi-
cients R2 are strong (R2 ≈ 0.9), other statistical 
indicators are also smaller than 0.11 and the 
MAPE is 6.8%. This shows that the empirical 
equation Lr4 is very suitable in calculating the 
jump length for the trapezoidal channel.

TABLE 6. Statistical indicators by Wanoschek 
and Hager (1989)

Equation MEA MSE RMSE R2 MAPE [%]

Lr4 0.097 0.013 0.113 0.892 6.844

The predicted and measured values of the 
study are very concentrated and maximum 
error within 10% (Fig. 15). 

Applying the empirical equation Lr4 to 
the data of Wanoschek and Hager (1989), 
has shown the agreement between the meas-
ured and calculated values, the largest error 
is 12%.

In general, as the test results in Fig-
ures 15 and 16 show that the empirical 
equation Lr4 has good reliability when cal-
culating the hydraulic jump roller length 
in the trapezoidal channel. The calculation 
data error is about ±10% compared to the 
observed values.

FIGURE 15. Comparison between the observed values and computed by the empirical 
equation Lr4 
 

FIGURE 16. Comparison between the observed values (Wanoschek & Hager, 1989) of the 
testing data and those computed by the empirical equation Lr4 
 
CONCLUSIONS 

Research on determining the roller length in the trapezoidal channel plays an important 
role in the design of constructions, which uses the phenomenon of the jump. In practice, 
the jump length is often not determined by theoretical equations, but through 
experimentation to establish the equations. 

In this study, empirical equations to determine the jump length in trapezoidal channel 
has been established to serve as a basis for studying the factors affecting the jump length. 

Since then, statistically, the factors affecting the jump length have been drawn, and 
through the experimental data of the physical model, the correlation between the roller 
length and the influential factors have been found. It is relatively shown that close 
relationship between the hydraulic jump roller length and influential factors were 
determined. The correlation coefficient of the jump length with the inflow Froude number 

FIGURE 15. Comparison between the observed values and computed by the empirical equation Lr4
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Conclusions

Research on determining the roller length 
in the trapezoidal channel plays an important 
role in the design of constructions, which 
uses the phenomenon of the jump. In prac-
tice, the jump length is often not determined 
by theoretical equations, but through experi-
mentation to establish the equations.

In this study, empirical equations to de-
termine the jump length in trapezoidal chan-
nel has been established to serve as a basis 
for studying the factors affecting the jump 
length.

Since then, statistically, the factors af-
fecting the jump length have been drawn, 
and through the experimental data of the 
physical model, the correlation between the 
roller length and the influential factors have 
been found. It is relatively shown that close 
relationship between the hydraulic jump 
roller length and influential factors were de-
termined. The correlation coefficient of the 
jump length with the inflow Froude number 
is R2 = 0.935, with the jump height (y2 – y1) 
is R2 = 0.904, with the conjugate depth ra-
tio (y1/y2 and y2/y1) of R2 = 0.9596 and 

R2 = 0.972, respectively, with the energy dis-
sipation ratio (∆E/y1) is R2 = 0.915.

Based on the multivariable nonlinear 
analysis for the factors affecting the jump 
length, the empirical equation Lr4 has been 
established based. 

The results of the analysis of statistical 
indicators show that the empirical equa-
tion Lr4 has the best indicators compared 
to the remaining equation, such as the coef-
ficient R2 = 0.97 (very strong correlation). 
The evaluation criteria such as MEA, MSE, 
RMSE, have values of 0.047, 0.004 and 
0.062, respectively, which is the smallest 
in comparison to all equations, especially 
the mean absolute percentage error is very 
small (MAPE = 4.8%). Thus, the empirical 
equation Lr4 has great efficiency in calcu-
lating the jump length in the trapezoidal 
channel.

The result of testing with data of Wano-
schek and Hager (1989) also showed that 
the calculation efficiency of the formula is 
very strong: the R2 ≈ 0.9 (strong correlation); 
other statistical indicators are also very close 
to zero (MEA = 0.097, MSE = 0.013); the 
MAPE is very small (6.8%).
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In this study, it is proposed to use the em-
pirical equation Lr4 to calculate the hydraulic 
jump roller length in a horizontal trapezoidal 
channel in the case with the side slop 1 : 1 
and the inflow Froude number from 4.0 to 9.0 
(the steady jump). From there, it will serve as 
a basis for the design of the energy dissipa-
tion construction or the other constructions 
using the hydraulic jump phenomenon.
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Summary

Experimental study of the hydrau-
lic jump length in a smooth trapezoidal 
channel. The paper showed the result of 
investigation of the hydraulic jump length 
in a trapezoidal channel. In this study, the 
basic factors that affect the length (Lj) and 
roller length (Lr) of the hydraulic jump were 
investigated by a physical trapezoidal chan-
nel’s model. The experiment carried out in 
purpose to establish a new empirical equa-
tion for calculating the roller length (Lr) of 
the jump in the horizontal trapezoidal chan-
nel with the upstream Froude number 4.0 to 
9.0 (the steady jump). The hydraulic charac-
teristics of forced jump were measured and 
statistically calculated using MS Excel soft-
ware. The results of data analysis showed 
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that the MAPE was relatively small (< 5%), 
and R2 > 0.9 (strong correlation between pre-
dicted and observed values) and other statisti-
cal indicators are less than 0.1 (MSE = 0.004, 
RMSE = 0.062, MEA = 0.047). Therefore, 
the equation found could be appropriated 
and applied to calculate characteristics of 
hydraulic jump trapezoidal channel. 
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